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Executive Summary

In today’s environment, datasets are growing with tremendous velocity and peta bytes of data are becoming
norm. For instance, customers are dealing with huge influx of machine generated data from several new use
cases such as loT, autonomous driving, smart cities, genomics, and financials, to name a few. Exponential data
growth and the need to analyze the exploding volume of data at higher rate has introduced several challenges
such as |0 bottlenecks, several management touchpoints, growing cluster complexity, performance degradation,
and so on.

Amid those challenges, surge in Artificial Intelligence/Machine Learning (Al/ML) frameworks and its tremendous
adoption across various industries have led enterprises to utilize advanced computing resources i.e. CPU, GPU,
and FPGA to extract key insights and gain competitive edge. Since data lakes relies heavily on 1/O bandwidth,
given these ongoing enhancements, feature enrichments, and convergence of other open-source frameworks
around Hadoop ecosystem, it is imperative to have compute intensive workloads to operate on the same data
with high-performance, hence enabling parallel processing of data in real-time.

Data scientists are constantly searching for newer techniques and methodologies that can unlock the value of
big data and distill this data further to identify additional insights which could transform productivity and provide
business differentiation.

Given all those challenges, in this reference architecture, Cisco Data Intelligence Platform (CDIP) is thoughtfully
designed with servers that support highest IO bandwidth with the inclusion of all NVMe.

All NVMe configuration provides accelerated |10 bandwidth which is essential for Hadoop performance. NVMe
provides high random read-write capabilities which makes it preferred choice for NoSQL or Data Warehousing
applications running on top of Hadoop and helps improve GPU utilization instead of resting idle due to slow data
access and faster parallel access of large datasets. IT can now seamlessly grow to cloud scale at a smaller dat-
acenter footprint with higher storage density and performance.

This CVD extends the portfolio of the Cisco Data Intelligence Platform solutions and taking it to the next level of
innovation by providing All NVMe to the Data Lake.

Solution Overview

Introduction

Both Big Data and machine learning technology have progressed to the point where they are being implemented
in production systems running 24x7. There exists a very clear need for a proven, dependable, high-performance
platform for the ingestion, processing, storage, and analysis of the data, as well as the seamless dissemination
of the output, results, and insights of the analysis.

This solution implements Cloudera Data Platform Private Cloud Base (CDP PvC Base) on Cisco UCS Integrated
Infrastructure for Big Data and Analytics based on Cisco Data Intelligence Platform (CDIP) architecture, a world-
class platform specifically designed for demanding workloads that is both easy to scale and easy to manage,
even as the requirements grow to thousands of servers and petabytes of storage.

Many companies, recognizing the immense potential of big data and machine learning technology, are gearing
up to leverage these new capabilities, building out departments and increasing hiring. However, these efforts
face a new set of challenges:

« Making the data available to the diverse set of people who need it


https://blogs.cisco.com/datacenter/announcing-cisco-data-intelligence-platform
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o Enabling access to high-performance computing resources, GPUs, that also scale with the data growth
« Allowing people to work with the data using the environments in which they are familiar

e Publishing their results so the organization can make use of it

e Enabling the automated production of those results

o Managing the data for compliance and governance

e Scaling the system as the data grows

e Managing and administering the system in an efficient, cost-effective way
This solution is based on the Cisco UCS Integrated Infrastructure for Big Data and Analytics and includes com-
puting, storage, connectivity, and unified management capabilities to help companies manage the immense
amount of data being collected. It is built on Cisco Unified Computing System (Cisco UCS) infrastructure, using
Cisco UCS C-Series Rack Servers. This architecture is specifically designed for performance and linear scalabil-
ity for big data and machine learning workload.

Audience

The intended audience of this document includes sales engineers, field consultants, professional services, IT
managers, partner engineering and customers who want to deploy the Cloudera Data Platform Private Cloud
Base on the Cisco UCS Integrated Infrastructure for Big Data and Analytics (Cisco UCS M5 Rack-Mount servers).

Purpose of this Document

This document describes the architecture, design choices, and deployment procedures for Cisco Data Intelli-
gence Platform using Cloudera Data Platform Private Cloud Base on Cisco UCS C220 M5.

This document also serves as a step-by-step guide on how to deploy CDP PvC Base on a 16-node cluster of
Cisco UCS C220 M5 Rack Server.

What’s New in this Release?

This solution extends the portfolio of Cisco Data Intelligence Platform (CDIP) architecture with Cloudera Data
Platform Private Cloud Base, a state-of-the-art platform, providing a data cloud for demanding workloads that is
easy to deploy, scale and manage. Furthermore, as the enterprise’s requirements and needs changes overtime,
the platform can grow to thousands of servers, hence providing peta bytes of storage.

The following design consideration will be implemented in this validated design:
¢ NVMe based Cisco UCS Infrastructure for Big Data and Analytics

o Cisco Intersight deployed standalone C220 M5 Rack Server

‘& The same architecture deployed in this CVD can also be deployed with Cisco UCS Managed configura-
tion.

What’s Next?

This CVD showcases Cisco UCS Manager (UCSM). This solution can also be deployed using Cisco Intersight.
Additional Cisco UCS features will be added to the Appendix in the following months. Some of these include the
following:

e Cloudera Data Platform Private Cloud
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Apache Ozone - Object Storage

A fully integrated CDP on CDIP with

Data lake enabled through CDP PvC Base
Al/ML enabled through CDP Private Cloud

Exabyte storage enabled through Apache Ozone

Solution Summary

This CVD details the process of installing Cloudera Data Platform Private Cloud Base and the configuration de-
tails of the cluster. The current version of Cisco UCS Integrated Infrastructure for Big Data and Analytics offers
the following configurations depending on the compute and storage requirements.

Cisco Data Intelligence Platform

Cisco Data Intelligence Platform (CDIP) is a cloud scale architecture which brings together big data, Al/compute
farm, and storage tiers to work together as a single entity while also being able to scale independently to ad-
dress the IT issues in the modern data center. This architecture allows for:

Extremely fast data ingest, and data engineering done at the data lake

Al compute farm allowing for different types of Al frameworks and compute types (GPU, CPU, FPGA) to
work on this data for further analytics

A storage tier, allowing to gradually retire data which has been worked on to a storage dense system with
a lower $/TB providing a better TCO

Seamlessly scale the architecture to thousands of nodes with a single pane of glass management using
Cisco Application Centric Infrastructure (ACI)

Cisco Data Intelligence Platform caters to the evolving architecture bringing together a fully scalable infra-
structure with centralized management and fully supported software stack (in partnership with industry
leaders in the space) to each of these three independently scalable components of the architecture in-
cluding data lake, Al/ML and Object stores.

Figure 1 Cisco Data Intelligent Platform
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Cisco has developed numerous industry leading Cisco Validated Designs (reference architectures) in the area of
Big Data, compute farm with Kubernetes (CVD with RedHat OpenShift) and Object store (Scality, SwiftStack,
Cloudian, and others).
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Figure 2  Cisco Data Intelligence Platform with Hadoop, Kubernetes, and Object Store
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This architecture can start from a single rack and scale to thousands of nodes with a single pane of glass man-
agement with Cisco Application Centric Infrastructure (ACI).

Figure 3  Cisco Data Intelligent Platform at Scale
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CDP on CDIP
Figure 4
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A CDIP architecture can fully be enabled by Cloudera Data Platform with the following components:

« Data lake enabled through CDP PvC Base

e Al/ML enabled through CDP Private Cloud and

o Exabyte storage enabled through Apache Ozone

Reference Architecture

Data Lake Reference Architecture

Table 1 lists the data lake reference architecture configuration details for Cisco UCS Integrated Infrastructure for

Big Data and Analytics.
Table 1

High Performance

16 x Cisco UCS C220
M5SN Rack Serv-
ers with small-
form-factor (SFF)
drives (UCSC-
C220-M5SN)

Servers

CPU 2 x 2nd Gen Intel®
Xeon® Scalable

Performance

16 x Cisco UCS C240
M5 Rack Servers
with small-form-
factor (SFF)
drives

2 x 2nd Gen Intel®
Xeon® Scalable

Capacity

16 x Cisco UCS C240
M5 Rack Servers
with large-form-
factor (LFF) drives

2 x 2nd Gen Intel Xeon
Scalable Proces-

Cisco UCS Integrated Infrastructure for Big Data and Analytics Configuration Options

High Capacity

8 x Cisco UCS
S3260 Stor-
age Servers

2 x 2nd Gen Intel
Xeon Scalable



Error! No text of specified style in document.

Memory

Boot

Storage

Virtual in-
terface
card
(vIC)

Storage
con-
troller

Network
connec
nec-
tivity

Processors 6230R
(2 x 26 cores, at
2.1 GHz)

12 x 32GB DDR4 (384
GB)

M.2 with 2 x 240-GB
SSDs

10 x 8TB 2.5in U.2
Intel P4510 NVMe
High Perf. Value
Endurance

25 Gigabit Ethernet
(Cisco UCS VIC
1457) or 40/100
Gigabit Ethernet
(Cisco UCS VIC
1497)

NVMe Switch included
in the optimized
server

Cisco UCS 6332 Fabric
Interconnect or
Cisco UCS
6454/64108 Fab-
ric Interconnect

Processors
5218R proces-
sors (2 x 20
cores, at 2.1
GHz)

12 x 32GB DDR4 (384
GB)

M.2 with 2 x 240-GB
SSDs

26 x 2.4TB 10K rpm
SFF SAS HDDs
or12x 1.6-TB
Enterprise Value
SATA SSDs

25 Gigabit Ethernet
(Cisco UCS VIC
1455) or 40/100
Gigabit Ethernet
(Cisco UCS VIC
1497)

Cisco 12-Gbps SAS
modular RAID
controller with 4-
GB flash-based
write cache
(FBWC) or Cisco
12-Gbps modu-
lar SAS host bus
adapter (HBA)

Cisco UCS 6332 Fab-
ric Interconnect
or Cisco UCS
6454/64108
Fabric Intercon-
nect

sors 5218R (2 x
20 cores, at 2.1
GHz)

12 x 32GB DDR4 (384
GB)

M.2 with 2 x 240-GB
SSDs

12 x 8-TB 7.2K rpm
LFF SAS HDDs

25 Gigabit Ethernet
(Cisco UCS VIC
1455) or 40/100
Gigabit Ethernet
(Cisco UCS VIC
1497)

Cisco 12-Gbps SAS
modular RAID
controller with 2-
GB FBWC or Cisco
12-Gbps modular
SAS host bus
adapter (HBA)

Cisco UCS 6332 Fabric
Interconnect or
Cisco UCS
6454/64108 Fab-
ric Interconnect

Processors
6230R (2 x 26
cores, 2.1
GHz)

12 x 32GB DDR4
(384 GB)

2 x 240-GB SATA
SSDs

28 x6 TB 7.2K
rom LFF SAS
HDDs per
server node

40 Gigabit Ether-
net (Cisco
UCS VIC
1387) or 25
Gigabit Ether-
net (Cisco
UCS VIC
1455) or
40/100 Giga-
bit Ethernet
(Cisco UCS
VIC 1495)

Cisco 12-Gbps
SAS Modular
RAID Control-
ler with 4-GB
flash-based
write cache
(FBWC)

Cisco UCS 6332
Fabric Inter-
connect or
Cisco UCS
6454/64108
Fabric Inter-
connect
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with 16 GB GB memory each

memory each

As illustrated in Figure 5, a sixteen-node cluster with Rack#1 hosting sixteen Cisco UCS C220 M5 server (thir-
teen Data Node and three Name Node). Each link in the figure represents a 40 Gigabit Ethernet link from each of
the sixteen-server connected to a pair of Cisco Nexus 9000 switch.

Figure 5 Cisco Data Intelligence Platform with Cloudera Data Platform Private Cloud Base - Data Lake
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‘& The Cisco UCS VIC 1387 provides 40Gbps, Cisco UCS VIC 1457 provides 10/25Gbps, and the Cisco
UCS VIC 1497 provides 40/100Gbps connectivity for the Cisco UCS C-series rack server. For more in-
formation see, Cisco UCS C-Series Servers Managing Network Adapters.

Scaling the Solution

Eigure 6 illustrates how to scale the solution. Each pair of Cisco UCS 6332 Fabric Interconnects has 24 Cisco
UCS C240 M5 servers connected to it. This allows for eight uplinks from each Fabric Interconnect to the Cisco
Nexus 9332 switch. Six pairs of 6332 FI’'s can connect to a single switch with four uplink ports each. With 24
servers per Fl, a total of 144 servers can be supported. Additionally, this solution can scale to thousands of
nodes with the Cisco Nexus 9500 series family of switches.

In the reference architectures discussed here, each of the components is scaled separately, and for the purpos-
es of this example, scaling is uniform. Two scale scenarios are as follows:

e Scaled architecture with 3:1 oversubscription with Cisco fabric interconnects and Cisco ACI

e Scaled architecture with 2:1 oversubscription with Cisco ACI
In the following scenarios, the goal is to populate up to a maximum of 200 leaf nodes in a Cisco ACI domain. Not
all cases reach that number because they use the Cisco Nexus 9508 Switch for this sizing and not the Cisco
Nexus 9516 Switch.

Scaled Architecture with 3:1 Oversubscription with Cisco Fabric Interconnects and Cisco ACI

The architecture discussed here and shown in Eigure 6 supports 3:1 network oversubscription from every node
to every other node across a multidomain cluster (nodes in a single domain within a pair of Cisco fabric inter-
connects are locally switched and not oversubscribed).

From the viewpoint of the data lake, 24 Cisco UCS C240 M5 Rack Servers are connected to a pair of Cisco UCS
6332 Fabric Interconnects (with 24 x 40-Gbps throughput). From each fabric interconnect, 8 x 40-Gbps links
connect to a pair of Cisco Nexus 9336 Switches. Three pairs of fabric interconnects can connect to a single pair
of Cisco Nexus 9336 Switches (8 x 40-Gbps links per Fabric Interconnect to a pair of Nexus switch). Each of
these Cisco Nexus 9336 Switches connects to a pair of Cisco Nexus 9508 Cisco ACI switches with 6 x 100-
Gbps uplinks (connecting to a Cisco N9K-X9736C-FX line card). the Cisco Nexus 9508 Switch with the Cisco
N9K-X9736C-FX line card can support up to 36 x 100-Gbps ports, each and 8 such line cards.


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c/sw/cli/config/guide/4_0/b_Cisco_UCS_C-Series_CLI_Configuration_Guide_40/b_Cisco_UCS_C-Series_CLI_Configuration_Guide_40_chapter_01001.html
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Figure 6  Scaled Architecture with 3:1 Oversubscription W|th Cisco Fabric Interconnects and Cisco ACI
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Scaled Architecture with 2:1 Oversubscription with Cisco ACI

In the scenario discussed here and shown in Eigure 7, the Cisco Nexus 9508 Switch with the Cisco N9K-
X9736C-FX line card can support up to 36 x 100-Gbps ports, each and 8 such line cards.

Here, for the 2:1 oversubscription, 30 Cisco UCS C240 M5 Rack Servers are connected to a pair of Cisco Nexus
9336 Switches, and each Cisco Nexus 9336 connects to a pair of Cisco Nexus 9508 Switches with three uplinks
each. A pair of Cisco Nexus 9336 Switches can support 30 servers and connect to a spine with 6 x 100-Gbps
links on each spine. This single pod (pair of Cisco Nexus 9336 Switches connecting to 30 Cisco UCS C240 M5
servers and 6 uplinks to each spine) can be repeated 48 times (288/6) for a given Cisco Nexus 9508 Switch and
can support up to1440 servers.

To reduce the oversubscription ratio (to get 1:1 network subscription from any node to any node), you can use
just 15 servers under a pair of Cisco Nexus 9336 Switches and then move to Cisco Nexus 9516 Switches (the
number of leaf nodes would double).

To scale beyond this number, multiple spines can be aggregated.
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Figure 7  Scaled Architecture with 2:1 Oversubscription with Cisco ACI
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Sizing the Cluster Based on Network Bandwidth

Figure 8 Cisco Data Intelligence Platform - 16 Data node Configuration with CDP PvC Base
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When sizing the cluster network bandwidth across multiple domains, this could impact over performance of the
cluster. The following section provides a few sample calculations for active-standby and active-active connec-
tion from Cisco UCS dual port 40G VIC connected to Cisco Nexus 9000 switch achieved through a combination
of switch and bonding configuration. For more information on various bonding modes and required switch con-

figuration go to: https://access.redhat.com/documentation/en-


https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/7/html/networking_guide/overview-of-bonding-modes-and-the-required-settings-on-the-switch
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us/red hat enterprise linux/7/html/networking guide/overview-of-bonding-modes-and-the-required-settings-on-
the-switch.

Active-Standby Link Connection

Servers are configured in active-standby configuration with bonding mode 1 on OS and active links configured
to one of the Nexus Switches (see Figure 1). Table 2 lists sample network bandwidth calculation for node-node
communication in multi domain environment.

Table 2 Node to Node network across Domains (Active - standby)

Node-Node Network Bandwidth (due to Oversubscription - Cross Do-
main)

Server Bandwidth -
Downstream (No. of
Servers x Bandwidth

Upstream Bandwidth
(Number of ports used
for uplink port-channel

of VIC port)

10 x 40 Gbps = 400

Gbps

x Bandwidth of the
Port)

10 x 40 Gbps = 400
Gbps

2 Domains: Oversubscription ratio
50%1 across Domain (2 racks)

400:0.5 x 400 = 2:1 => 20 Gbps

5 Domains: Oversubscription ratio
80%2 across Domain (5 racks)

400:0.8 x 400 = 1.25:1 => 32 Gbps

12 x 40 Gbps = 480
Gbps

12 x 40 Gbps = 480
Gbps

480:0.5 x 480 = 2:1 => 20 Gbps

480:0.8 x 480 = 1.25:1 => 32 Gbps

16 x 40 Gbps = 640
Gbps

12 x 40 Gbps = 480
Gbps

640:0.5 x 480 = 2.6:1 => 15.3 Gbps

640:0.8 x 480 = 1.66:1 => 24.1
Gbps

16 x 40 Gbps = 640
Gbps

14 x 40 Gbps = 560
Gbps

640:0.5 x 560 = 2.3:1 => 17.3 Gbps

640:0.8 x 560 = 1.42:1 => 28.1
Gbps

16 x 40 Gbps = 640
Gbps

8 x 40 Gbps = 320
Gbps

640:0.5 x 320 = 4:1 => 10 Gbps

640:0.8 x 320 = 2.5:1 => 16 Gbps

18 x 40 Gbps = 720
Gbps

10 x 40 Gbps = 400
Gbps

720:0.5 x 400 = 3.6:1 => 11.1 Gbps

720:0.8 x 400 = 2.25:1 =>17.7
Gbps

18 x 40 Gbps = 720
Gbps

8 x 40 Gbps = 480
Gbps

720:0.5 x 480 = 3:1 => 13.3 Gbps

720:0.8 x 480 = 1.87:1 => 21.3
Gbps

18 x 40 Gbps = 720
Gbps

6 x 40 Gbps = 240
Gbps

720:0.5 x 240 = 6:1 => 6.65 Gbps

720:0.8 x 240 = 3.75:1 => 10.6
Gbps

20 x 40 Gbps = 800
Gbps

10 x 40 Gbps = 400
Gbps

800:0.5 x 400 = 4:1 => 10 Gbps

800:0.8 x 400 = 2.5:1 => 16 Gbps

20 x 40 Gbps = 800
Gbps

8 x 40 Gbps = 480
Gbps

800:0.5 x 480 = 3.3:1 => 12.1 Gbps

800:0.8 x 480 = 2:1 => 20 Gbps

22 x 40 Gbps = 880
Gbps

8 x 40 Gbps = 480
Gbps

880:0.5 x 480 = 3.6:1 => 11.1 Gbps

880:0.8 x 480 = 2.3:1 => 17.3 Gbps

‘ﬁ 1. In a 2-rack system, 50% of traffic is expected between nodes in a Domain.
2. In a 2-rack system, 50% of traffic is expected to go across Domain.

Active-Active Link Connection

Servers are configured in active-active configuration with bonding mode 4 on OS and active links configured to
both Nexus Switches in LACP mode (see Figure 1). Table 3, Table 4, and Table 5 represents sample network



https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/7/html/networking_guide/overview-of-bonding-modes-and-the-required-settings-on-the-switch
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/7/html/networking_guide/overview-of-bonding-modes-and-the-required-settings-on-the-switch
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bandwidth calculation for node-node communication in single domain, two rack and five rack environment re-

spectively.

‘ﬂ The Cisco Nexus configuration and OS level configuration for Active-Active link connection is in the Ap-
pendix, section Configure Cisco Nexus and Host for Active-Active Connections.

Single Rack Topology

Table 3 lists a sample calculation for single rack topology.

Total Bandwidth - Serv-
ers (No. of Servers1 x No.

Of VICs x BW of VIC)

Total Upstream Band-
width supported (No. of
uplink ports x No. of

Switches x BW of each
port)

Table 3 Node-to-Node Network Bandwidth Across Domains (Active-Active) - Single Rack Topology

Upstream traffic gener-
ated by each Node for
within Domain. (75%)1

Node- Node network bandwidth

Oversubscription ratio within Do-
main

Gbps

Gbps

16 x 2 x 40 Gbps = 1280 12 x 2 x 40 Gbps = 960 0.75 x 1280 = 960 Gbps 960:960 = 1:1 => 80 Gbps

Gbps Gbps

16 x 2 x 40 Gbps = 1280 8 x 2 x 40 Gbps = 640 0.75 x 1280 = 960 Gbps 960:640 = 1.5:1 => 53.3 Gbps
Gbps Gbps

16 x 2 x 40 Gbps = 1280 6 x 2 x 40 Gbps = 480 0.75 x 1280 = 960 Gbps 960:480 = 2:1 => 40 Gbps

Gbps Gbps

18 x 2 x 40 Gbps = 1440 12 x 2 x 40 Gbps = 960 0.75 x 1440 = 1080 Gbps | 1080:960 = 1.125:1 => 71.1 Gbps
Gbps Gbps

18 x 2 x 40 Gbps = 1440 8 x 2 x 40 Gbps = 640 0.75 x 1440 = 1080 Gbps | 1080:640 = 1.68:1 => 47.6 Gbps
Gbps Gbps

18 x 2 x 40 Gbps = 1440 6 x 2 x 40 Gbps = 480 0.75 x 1440 = 1080 Gbps | 1080:480 = 2.25:1 => 35.5 Gbps
Gbps Gbps

20 x 2 x 40 Gbps = 1600 10 x 2 x 40 Gbps = 800 0.75 x 1600 = 1200 Gbps | 1200:800 = 1.5:1 => 53.3 Gbps
Gbps Gbps

20 x 2 x 40 Gbps = 1600 6 x 2 x 40 Gbps = 480 0.75 x 1600 = 1200 Gbps | 1200:480 = 2.5:1 => 32 Gbps
Gbps Gbps

22 x 2 x 40 Gbps = 1760 8 x 2 x 40 Gbps = 640 0.75x 1760 = 1320 Gbps | 1320:640 = 2:1 => 40 Gbps
Gbps Gbps

24 x 2 x 40 Gbps = 1920 6 x 2 x 40 Gbps = 480 0.75x 1920 = 1440 Gbps | 1440:480 = 3:1 => 26.6 Gbps

‘ﬂ Theoretically, 50% goes across, but, considering the hashing algorithm, a much higher traffic is expected
to go across and so math is calculated using 75%.

Two Rack Topology

Table 4 lists a sample calculation for 2-rack topology.
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Table 4 Node to Node network across Domains (Active-Active) - 2 Rack Topology

Per Node Network Within Domain traffic Upstream traffic gener- Upstream traffic Total upstream
Bandwidth (If no (%): Across Domain ated by each Node for generated by each traffic generated
Oversubscription) traffic (%) for each within Domain traffic Node for across per Node
Server Domain traffic
2 x 40 = 80 Gbps 50%:50% 0.75" x 0.5 x 80 = 30 0.52 x 80 = 40 Gbps 30 + 40 = 70 Gbps
Gbps
Total upstream traffic Total Upstream Band- Oversubscription ratio Node to Node network Band-
generated by all Servers width (Number of Up- width across Domain due to
link ports x Bandwidth) Oversubscription
16 Servers x 70 = 1120 14x2x40=1120 1120:1120 = 1:1 80/ 1 = 80 Gbps
Gbps Gbps
16 Servers x 70 = 1120 12x 2 x40 =960 Gbps | 1120:960 = 1.16:1 80/ 1.16 = 68.9 Gbps
Gbps
16 Servers x 70 = 1120 10 x 2 x 40 = 800 Gbps | 1120:800 = 1.4:1 80/ 1.4 = 57.1 Gbps
Gbps
18 Servers x 70 = 1260 12 x 2 x40 =960 Gbps | 1260:960 = 1.3:1 80/ 1.3 =61.5 Gbps
Gbps
18 Servers x 70 = 1260 10 x 2 x 40 = 800 Gbps 1260:800 = 1.57:1 80/ 1.57 = 50.9 Gbps
Gbps
20 Servers x 70 = 1400 10 x 2 x 40 = 800 Gbps 1400:800 = 1.75:1 80/ 1.75 = 45.7 Gbps
Gbps
20 Servers x 70 = 1400 8 x 2 x 40 = 640 Gbps 1400:640 = 2.2:1 80/ 2.2 = 36.3 Gbps
Gbps
22 Servers x 70 = 1540 8 x 2 x 40 = 640 Gbps 1540:640 = 2.4:1 80/ 2.4 = 33.33 Gbps
Gbps
22 Servers x 70 = 1540 6 x 2 x 40 = 480 Gbps 1540:480 = 3.2:1 80 / 3.2 = 25 Gbps
Gbps
24 Servers x 70 = 1680 6 x 2 x 40 = 480 Gbps 1680:480 = 3.5:1 3.5 = 22.85 Gbps
Gbps

ﬂ 1. In a 2-rack system, 50% of traffic is expected between nodes in a Domain, and 75% of that 50% is
expected to go upstream.
2. In a 2-rack system, 50% of traffic is expected to go across Domain.

Five Rack Topology

Table 5 lists a sample calculation for 2-rack topology.
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Per Node Network
Bandwidth (if no
oversubscription)

Total Upstream Traf-
fic Generated by All
Servers

16 Servers x 76 =
1216 Gbps

2 x 40 = 80 Gbps 20%:80%

Within Domain Traf-

fic (%): Across Do-
main Traffic (%) for
Each Server

Total Upstream
Bandwidth (Number
of Uplink Ports x

Bandwidth)

14x2x40=1120
Gbps

Table 5 Node-to-Node Network Across Domains (Active-Active) - 5 Rack Topolog

Upstream Traffic
Generated by Each
Node within Domain
Traffic

0.75'"x0.2x80 =12
Gbps

Oversubscription Ra-
tio

1216:1120 = 1.08:1

Upstream Traffic
Generated by Each
Node for Across Do-
main Traffic

0.82 x 80 = 64 Gbps

Total Upstream Traf-
fic Generated Per
Node

12 + 64 = 76 Gbps

Node-to-Node
Bandwidth Across
Domain Due to Over-
subscription

80/ 1.08 = 74 Gbps

16 Servers x 76 =
1216 Gbps

12 x 2 x40 = 960
Gbps

1216:960 = 1.26:1

80/ 1.26 = 63.5 Gbps

16 Servers x 76 =
1216 Gbps

10 x 2 x 40 = 800
Gbps

1216:800 = 1.52:1

80/ 1.52 =52.63
Gbps

18 Servers x 76 =
1368 Gbps

12 x 2 x40 = 960
Gbps

1368:960 = 1.42:1

80/ 1.42 = 56.33
Gbps

18 Servers x 76 =
1368 Gbps

10 x 2 x 40 = 800
Gbps

1368:800 = 1.71:1

80/1.71 = 46.78
Gbps

20 Servers x 76 =
1520 Gbps

10 x 2 x 40 = 800
Gbps

1520 800 = 1.9:1

80/ 1.9 = 42.1 Gbps

20 Servers x 76 =
1520 Gbps

8 x 2 x40 =640
Gbps

1520:640 = 2.37:1

80/ 2.37 = 33.7 Gbps

22 Servers x 76 =
1672 Gbps

8 x 2 x40 =640
Gbps

1672:640 = 2.6:1

80/ 2.6 = 30.7 Gbps

22 Servers x 76 =
1672 Gbps

6 x 2 x40 =480
Gbps

1672:480 = 3.48:1

80/ 3.48 = 23 Gbps

24 Servers x 76 =
1824 Gbps

6 x 2 x40 =480
Gbps

1824:480 = 3.8:1

80/ 3.8 = 21 Gbps

& 1. In a 5-rack system, 20% of traffic is expected between nodes in a Domain. And 75% of that 20% is
expected to go upstream.
2. In a 5-rack system, 80% of traffic is expected to go upstream.

Technology Overview

Cisco UCS Integrated Infrastructure for Big Data and Analytics

Cisco Data Intelligence Platform for Cloudera is based on Cisco UCS Integrated Infrastructure for Big Data and
Analytics, a highly scalable architecture designed to meet a variety of scale-out application demands with seam-
less data integration and management integration capabilities built using the components described in this sec-

tion.


https://www.cisco.com/c/en/us/solutions/data-center-virtualization/big-data/index.html
https://www.cisco.com/c/en/us/solutions/data-center-virtualization/big-data/index.html
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Cisco UCS

Cisco Unified Computing System (Cisco UCS) is a next-generation data center platform that unites computing,
networking, storage access, and virtualization resources into a cohesive system designed to reduce Total Cost
of Ownership (TCO) and increase business agility. The system integrates a low-latency, lossless 10/25/40/100
Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. The system is an inte-
grated, scalable, multi-chassis platform in which all resources participate in a unified management domain

(Figure 9).
Figure 9  Cisco UCS Component Hierarchy

Cisco UCS Fabric
Interconnects

—

Cisco UCS C125 M5

Cisco Intersight

Cisco Intersight is Cisco’s systems management platform that delivers intuitive computing through cloud-
powered intelligence. This platform offers a more intelligent level of management that enables IT organizations
to analyze, simplify, and automate their environments in ways that were not possible with prior generations of
tools. This capability empowers organizations to achieve significant savings in Total Cost of Ownership (TCO)
and to deliver applications faster, so they can support new business initiatives.

Cisco Intersight is a Software as a Service (SaaS) infrastructure management which provides a single pane of
glass management of CDIP infrastructure in the data center. Cisco Intersight scales easily, and frequent updates
are implemented without impact to operations. Cisco Intersight Essentials enables customers to centralize con-
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figuration management through a unified policy engine, determine compliance with the Cisco UCS Hardware
Compatibility List (HCL), and initiate firmware updates. Enhanced capabilities and tight integration with Cisco
TAC enables more efficient support. Cisco Intersight automates uploading files to speed troubleshooting. The
Intersight recommendation engine provides actionable intelligence for IT operations management. The insights
are driven by expert systems and best practices from Cisco.

Cisco Intersight offers flexible deployment either as Software as a Service (SaaS) on Intersight.com or running
on your premises with the Cisco Intersight virtual appliance. The virtual appliance provides users with the bene-
fits of Cisco Intersight while allowing more flexibility for those with additional data locality and security require-
ments.

Figure 10 Cisco Intersight

SaaS Actionable
Simplicity cisco Intelligence
Intersight

Cisco Intersight has the following:
e Connected TAC

e Security Advisories

o Hardware Compatibility List (HCL) and much more
To learn more about all the features of Intersight go to:

Cisco UCS C-Series Rack-Mount Servers

Cisco UCS C-Series Rack-Mount Servers keep pace with Intel Xeon processor innovation by offering the latest
processors with increased processor frequency and improved security and availability features. With the in-
creased performance provided by the Intel Xeon Scalable Family Processors, Cisco UCS C-Series servers offer
an improved price-to-performance ratio. They also extend Cisco UCS innovations to an industry-standard rack-
mount form factor, including a standards-based unified network fabric, Cisco VN-Link virtualization support, and
Cisco Extended Memory Technology.

It is designed to operate both in standalone environments and as part of Cisco UCS managed configuration,
these servers enable organizations to deploy systems incrementally—using as many or as few servers as need-
ed—on a schedule that best meets the organization’s timing and budget. Cisco UCS C-Series servers offer in-


https://www.cisco.com/c/en/us/products/servers-unified-computing/intersight/index.html
https://www.cisco.com/c/en/us/products/servers-unified-computing/intersight/index.html
https://www.cisco.com/site/us/en/products/computing/hybrid-cloud-operations/intersight-infrastructure-service/licensing.html
https://www.cisco.com/site/us/en/products/computing/hybrid-cloud-operations/intersight-infrastructure-service/licensing.html
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vestment protection through the capability to deploy them either as standalone servers or as part of Cisco UCS.
One compelling reason that many organizations prefer rack-mount servers is the wide range of I/O options
available in the form of PCle adapters. Cisco UCS C-Series servers support a broad range of I/O options, includ-
ing interfaces supported by Cisco and adapters from third parties.

Cisco UCS C220 M5 Rack-Mount Server

The Cisco UCS C220 M5 Rack-Mount Server (Figure 11) is a 2-socket, 1-Rack-Unit (1RU) rack server offering
industry-leading performance and expandability. It supports a wide range of storage and I/O-intensive infra-
structure workloads, from big data and analytics to collaboration. Cisco UCS C-Series Rack Servers can be de-
ployed as standalone servers or as part of a Cisco Unified Computing System (Cisco UCS) managed environ-
ment to take advantage of Cisco’s standards-based unified computing innovations that help reduce customers’
Total Cost of Ownership (TCO) and increase their business agility.

The latest update includes support for 2" Generation Intel Xeon Scalable Processors, 2933-MHz DDR4 memory,
and the new 512GB Intel OptaneTM DC Persistent Memory Modules (DCPMMSs). With this combination of fea-
tures, up to 9 TB of memory is possible (using 12 x 256 GB DDR4 DIMMs and 12 x 512 GB DCPMMs).

The Cisco UCS C220 M5 Rack-Mount Server has the following features:
o Latest Intel Xeon Scalable CPUs with up to 28 cores per socket
e Up to 24 DDR4 DIMMs for improved performance

e Up to 10 hot-swappable Small-Form-Factor (SFF) 2.5-inch drives, (up to 10 NVMe PCle SSDs on the
NVMe-optimized chassis version), or 4 Large-Form- Factor (LFF) 3.5-inch drives

e Support for 12-Gbps SAS modular RAID controller in a dedicated slot, leaving the remaining PCle Genera-
tion 3.0 slots available for other expansion cards

o Modular LAN-On-Motherboard (mLOM) slot that can be used to install a Cisco UCS Virtual Interface Card
(VIC) without consuming a PCle slot, supporting dual 10/25/40-Gbps network connectivity

o Dual embedded Intel x550 10GBASE-T LAN-On-Motherboard (LOM) ports

e Modular M.2 or Secure Digital (SD) cards that can be used for boot
Figure 11 Cisco UCS C220 M5 Rack-Mount Server

Cisco UCS C220 M5 Front View
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Cisco UCS Virtual Interface Cards (VICs)

Cisco UCS VIC 1387

Cisco UCS Virtual Interface Cards (VIC) are unique to Cisco. Cisco UCS Virtual Interface Cards incorporate next-
generation converged network adapter (CNA) technology from Cisco and offer dual 10- and 40-Gbps ports de-
signed for use with Cisco UCS servers. Optimized for virtualized networking, these cards deliver high perfor-
mance and bandwidth utilization, and support up to 256 virtual devices.

The Cisco UCS Virtual Interface Card 1387 (Figure 12) offers dual-port Enhanced Quad Small Form-Factor
Pluggable (QSFP+) 40 Gigabit Ethernet and Fiber Channel over Ethernet (FCoE) in a modular-LAN-on-
motherboard (mLOM) form factor. The mLOM slot can be used to install a Cisco VIC without consuming a PCle
slot providing greater I/O expandability.

Figure 12 Cisco UCS VIC 1387

Cisco UCS VIC 1457

The Cisco UCS VIC 1457 (Figure 13) is a quad-port Small Form-Factor Pluggable (SFP28) mLOM card designed
for the M5 generation of Cisco UCS C-Series Rack Servers. The card supports 10/25-Gbps Ethernet or FCoE.
The card can present PCle standards-compliant interfaces to the host, and these can be dynamically configured
as either NICs or HBAs.

Figure 13 Cisco UCS VIC 1457
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Cisco UCS VIC 1497

The Cisco VIC 1497 (Figure 14) is a dual-port Small Form-Factor (QSFP28) mLOM card designed for the M5
generation of Cisco UCS C-Series Rack Servers. The card supports 40/100-Gbps Ethernet and FCoE. The card
can present PCle standards-compliant interfaces to the host, and these can be dynamically configured as NICs
and HBAs.

Figure 14 Cisco UCS VIC 1497

Cisco Nexus 9332C Switch

The Cisco Nexus 9332C is a compact form-factor 1-Rack-Unit (1RU) spine switch that supports 6.4 Tbps of
bandwidth and 2.3 bpps across 32 fixed 40/100G QSFP28 ports and 2 fixed 1/10G SFP+ ports (Figure 15).
Breakout cables are not supported. The last 8 ports marked in green are capable of wire-rate MACsec encryp-
tion. The switch can operate in Cisco ACI Spine or NX-OS mode.

Cisco Nexus 9300 ACI Spine Switch specifications are listed below:

32-port 40/100G QSFP28 ports and 2-port 1/10G SFP+ ports

Buffer: 4A0MB

System memory: 16 GB

SSD: 128GB

USB: 1 port

RS-232 serial console ports: 1

Management ports: 2 (1 x 10/100/1000BASE-T and 1 x 1-Gbps SFP)
Broadwell-DE CPU: 4 cores
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Figure 15 Cisco Nexus 9332C Switch
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Intel P4510 Series Data Center NVMe

The Intel SSD DC P4510 Series drives built on NVMe specification 1.2 PCle with the increased density of Intel
64-layer 3D NAND and enhanced firmware features. The 8TB DC P4510 part of the reference architecture as
shown in Eigure 3, is built to handle read-intensive workloads and beyond which supports optimized storage
efficiency while enabling data center to do more per server and minimize service disruptions. The DC P4510
creates greater Quality of Service, bandwidth, and Performance. It significantly increases server agility and utili-
zation and accelerates applications across a wide range of workloads to lead data centers through their evolving
transformation.

Some of the key benefits are:
« Optimized for storage efficiency across a range of workloads
e Manageability to maximize IT efficiency
« Industry-leading reliability and security

« Designed for today’s modern data centers

Cloudera Data Platform Private Cloud Base (CDP PvC Base)

CDP is an integrated data platform that is easy to deploy, manage, and use. By simplifying operations, CDP re-
duces the time to onboard new use cases across the organization. It uses machine learning to intelligently auto
scale workloads up and down for more cost-effective use of cloud infrastructure.

Cloudera Data Platform Private Cloud Base (CDP PvC Base) is the on-premises version of Cloudera Data Plat-
form. This new product combines the best of both world, Cloudera Enterprise Data Hub and Hortonworks Data
Platform Enterprise along with new features and enhancements across the stack. This unified distribution is a
scalable and customizable platform where you can securely run many types of workloads.

Figure 16 Cloudera Data Platform - Unity Release
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Cloudera Data Platform provides:

« Unified Distribution: Whether you are coming from CDH or HDP, CDP caters both. It offers richer feature
sets and bug fixes with concentrated development and higher velocity.

o Hybrid and On-prem: Hybrid and multi-cloud experience, on-prem it offers best performance, cost, and
security. It is designed for data centers with optimal infrastructure.

« Management: It provides consistent management and control points for deployments.

e Consistency: Security and governance policies can be configured once and applied across all data and
workloads.

o Portability: Policies stickiness with data, even if it moves across all supported infrastructure.

Apache Ozone

Ozone is a scalable, redundant, and distributed object store optimized for big data workloads. Apart from scaling
to billions of objects of varying sizes, Ozone can function effectively in containerized environments such as Ku-
bernetes and YARN.

Ozone consists of three important storage elements: volumes, buckets, and keys. Each key is part of a bucket,
which, in turn, belongs to a volume. Only an administrator can create volumes. Depending on their requirements,
users can create buckets in volumes. Ozone stores data as keys inside these buckets.

When a key is written to Ozone, the associated data is stored on the DataNodes in chunks called blocks. There-
fore, each key is associated with one or more blocks. Within the DataNodes, a series of unrelated blocks is
stored in a container, allowing many blocks to be managed as a single entity.

Ozone separates management of namespaces and storage, helping it to scale effectively. Ozone Manager man-
ages the namespaces while Storage Container Manager handles the containers.

Figure 17 Basic Architecture for Ozone
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‘& Ozone is only available as a Technical Preview in Cloudera Runtime 7.1.2 and lower.
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Red Hat Ansible Automation

This solution uses Red Hat Ansible Automation for all pre and post deployment steps for automating repeatable
tasks to maintain consistency.

Red Hat Ansible Automation is a powerful IT automation tool. It is capable of provisioning numerous types of re-
sources and deploying applications. It can configure and manage devices and operating system components.
Due to its simplicity, extensibility, and portability, this solution extensively utilizes Ansible for performing repeti-
tive deployment steps across the nodes.

‘& For more information about Ansible, go to:
https://www.redhat.com/en/technologies/management/ansible

Solution Design

Requirements

This CVD explains the architecture and deployment procedures for Cloudera Data Platform Private Cloud Base
on a 16-node cluster using Cisco UCS Integrated Infrastructure for Big Data and Analytics. The solution provides
the details to configure CDP PvC Base on the infrastructure.

The cluster configuration consists of the following:
e 16 Cisco UCS C220 M5 Rack-Mount servers
e 2 Cisco UCS Nexus 9000 series switch
o 1 Cisco R42610 standard racks
» 2 Vertical Power distribution units (PDUs) (Country Specific)

Physical Topology

Single rack consists of two vertical PDUs and two Cisco UCS Nexus 9000 series switch with sixteen Cisco UCS
C220 M5 Rack Servers connected to each of the vertical PDUs for redundancy; thereby, ensuring availability
during power source failure. Figure 18 represents a 40 Gigabit Ethernet link from each server is connected to
both Fabric Interconnects

ﬁ Please contact your Cisco representative for country-specific information.



https://www.redhat.com/en/technologies/management/ansible
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Figure 18 Cisco Data Intelligence Platform - 16 Node Configuration with CDP PvC Base
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Cisco UCS C220 M5 Rack Server

‘ﬁ Cisco UCS VIC ports connected to each Nexus switch in active-standby configuration with active links
configured on switch A with pinning recovery to switch A in case of link failure in RHEL OS bond configu-
ration to keep traffic locally on leaf switch.
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‘ﬂ Virtual port-channel to Northbound/Spine switch consumes only cross domain traffic meaning server to
server communication which are connected to two separate pair of leaf switch.

ﬂ The same architecture can be implemented with Active/Active LACP (mode 4) or balanced-alb (mode 6)
based configuration. A pair of Cisco Nexus switch (A/B) are configured with vPC domain and vPC peer-
link with LACP configuration as per the Cisco Nexus switch configuration best practice.

Logical Topology

Port Configuration on Cisco Nexus 9332C

Table 6 lists the port configuration on Cisco UCS Nexus 9000 series switch.

Table 6 Port Configuration on Cisco UCS Nexus Switch

Port Number

Network Uplink from Cisco UCS 9-24
C220 M5 to Nexus 9332C Switch

Server Configuration and Cabling for Cisco UCS C220 M5

The Cisco UCS C220 M5 Rack Server is equipped with 2 x 2" Gen Intel Xeon Scalable Family Processor 6230R
(2 x 26 cores, 2.1 GHz), 384 GB of memory (12 x 32GB @ 2933MHz), Cisco UCS Virtual Interface Card 1387, 10
x 8TB 2.5in U.2 Intel P4510 NVMe High Perf. Value Endurance, M.2 with 2 x 240-GB SSDs for Boot.

Figure 19 illustrates the port connectivity between the Cisco UCS Nexus switch and Cisco UCS C220 M5 Rack
Server. Sixteen Cisco UCS C220 M5 servers are installed in this configuration.

For |nformat|on on physical connectivity and smgle wire management go to:

Inteqratlon UCSM4 0/b C-Series-Integration UCSM4-0 chapter 01.html

Figure 19 Network Connectivity for Cisco UCS C220 M5 Rack Server

VIC 1300/1400 Connected to Pair of Nexus 9000 Switch

ﬂ With Cisco UCS VIC 1455 and 1457, by default a port-channel is turned on between port 1-2 and port-
channel between port 3-4. Up to 14 additional vHBAs or vNICs can be created.

',

When port-channel mode is set to enabled, the ports on the Cisco Nexus switch should be configured as
channel group members.

ﬂ The Cisco UCS 1455 and 1457 Virtual Interface Cards, in non-port channel mode, provide four vHBAs
and four vNICs by default. Up to 10 additional vHBAs or vNICs can be created.



https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c-series_integration/ucsm4-0/b_C-Series-Integration_UCSM4-0/b_C-Series-Integration_UCSM4-0_chapter_01.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c-series_integration/ucsm4-0/b_C-Series-Integration_UCSM4-0/b_C-Series-Integration_UCSM4-0_chapter_01.html
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ﬁ As a best practice, select port 1 and 3 to connect to a pair of Cisco Nexus switch, port 2 and 4 can be
added without the need for any additional changes if desired.

ﬁ Switching between port-channel mode on/off requires server reboot.

ﬁ For detailed configuration through Intersight see
https://www.intersight.com/help/resources/creating network policies

Software Distributions and Firmware Versions

The software distributions required versions are listed in Table 7.

Table 7 Software Distribution and Version

Layer Component Version or Release

Compute Cisco UCS C220 M5 4.1(1f)
Network Cisco UCS VIC1387 Firmware 4.4(1c)
Storage PCle-Switch 1.8.0.58-22d9
Software Red Hat Enterprise Linux Server 7.7

Cisco Integrated Management

Controller (CIMC) 4.1011)

Cloudera CDP PvC Base 7.1.1
Hadoop 3.1
Spark 2.4

‘ﬁ The latest drivers can be downloaded here:
https://software.cisco.com/download/home/283862063/type/283853158/release/4.0(4

Cisco Intersight

Cisco Intersight provides the following features for ease of operations and administrator to the IT staff.

Connected TAC

Connected TAC is an automated transmission of technical support files to the Cisco Technical Assistance Center
(TAC) for accelerated troubleshooting.

Cisco Intersight enables Cisco TAC to automatically generate and upload Tech Support Diagnostic files when a
Service Request is opened. If you have devices that are connected to Intersight but not claimed, Cisco TAC can
only check the connection status and will not be permitted to generate Tech Support files. When enabled, this
feature works in conjunction with the Smart Call Home service and with an appropriate service contract. Devices
that are configured with Smart Call Home and claimed in Intersight can use Smart Call Home to open a Service
Request and have Intersight collect Tech Support diagnostic files.


https://www.intersight.com/help/resources/creating_network_policies
https://software.cisco.com/download/home/283862063/type/283853158/release/4.0(4)
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Figure 20 Cisco Intersight: Connected TAC
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To enable Connected TAC, follow these steps:

1. Log into Intersight.com

2. Click the Servers tab. Select Server > Actions tab. From the drop-down list, click Open TAC Case.

3. Clicking “Open TAC Case” launches Cisco URL for Support case manager where associated service contracts
for Server or Fabric Interconnect is displayed.

ik Intersight

4. Click Continue.


file:///C:/Users/lideruyt/Desktop/Work/Nichole/CDIP/NVMe/WEM/intersight.com
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Open TAC Case

5. Follow the procedure to Open TAC Case.

'éll's'élo" Products & Services Support How to Buy Training & Events Partners Hardik Pate @

Support Case Manager

Meed hela with your case? ﬂ Dt Mo

*3 SCM Home

Cheack Entillement

Request Type

(2) Diagnose and Fix Request RMA Ask a Question

- Find Product by Serial Number

wze21200008

Search for other Open cases for this Serial Number

v Find Product by Service Agreement

Bypass Entitlement

Select one

Next Save draft and exit
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Cisco Intersight Integration for HCL

Cisco Intersight evaluates the compatibility of your Cisco UCS and Cisco HyperFlex systems to check if the
hardware and software have been tested and validated by Cisco or Cisco partners. Cisco Intersight reports vali-
dation issues after checking the compatibility of the server model, processor, firmware, adapters, operating sys-
tem, and drivers, and displays the compliance status with the Hardware Compatibility List (HCL).

You can use Cisco UCS Tools, a host utility vSphere Installation Bundle (VIB), or OS Discovery Tool, an open
source script to collect OS and driver information to evaluate HCL compliance.

In Intersight, you can view the HCL compliance status in the dashboard (as a widget), the Servers table view,
and the Server details page.

‘ﬂ For more information, go to:
https://www.intersight.com/help/featuresicompliance with hardware compatibility list (hcl

Figure 21 Example of HCL Status and Driver Recommendation for RHEL 7.6

Get Recommended Drivers

Advisories (PSIRTSs)

Cisco Intersight sources critical security advisories from the Cisco Security Advisory service to alert users about
the endpoint devices that are impacted by the advisories and deferrals. These alerts are displayed as Advisories
in Intersight. The Cisco Security Advisory service identifies and monitors and updates the status of the advisories
to provide the latest information on the impacted devices, the severity of the advisory, the impacted products,
and any available workarounds. If there are no known workarounds, you can open a support case with Cisco
TAC for further assistance. A select list of the security advisories is shown in Intersight under Advisories.


https://www.intersight.com/help/features#compliance_with_hardware_compatibility_list_(hcl)
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Figure 22 Intersight Dashboard

ntersight

Figure 23 Example: List of PSIRTs Associated with Sample Inte

Whihe Intersight Acvisories 5

rsight Account

A 8758 ¢

Do fealures hsvm racarify een added]

A This k6 2 oature peviow % tosting and oodbiack purpases ony.
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Deployment Hardware and Software

This section details the Cisco UCS C220 M5 Rack Servers with Cisco Intersight and Cisco Nexus 9000 switch
configuration that was done as part of the infrastructure build out. The racking, power, and installation of the
Cisco UCS Rack Server is described in the physical topology section earlier in this document. Please refer to the
Cisco Integrated Management Controller Configuration Guide for more information about each step.

Configure Cisco Nexus 9000 Switch for a Cluster Setup

To configure the Cisco Nexus 9000 switch, follow this step:

1. Verify the following physical connections to Cisco Nexus 9332C:

a. The management Ethernet port (mgmt0) is connected to an external hub, switch, or router.

b. The Ethernet ports 1/1 through 1/6 and 1/27 through 1/32 on both Nexus are directly connected to ToR
switch.

c. The Ethernet ports 1/9 through 1/24 on both Nexus are directly connected to VIC interfaces of Data
nodes.

Configure Nexus

To configure Nexus A, follow these steps:

1. Cisco UCS C220 M5 server VIC interface connected to each Nexus switch. Port 9-24 is configured. Config-
ure the ethernet interfaces on both Nexus switches.

interface Ethernetl/9

description Connected to Server rhel(ll
switchport access vlan 14

mtu 9216

R T



https://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-c-series-integrated-management-controller/products-installation-and-configuration-guides-list.html
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interface Ethernetl/10

description Connected to Server rhel02
switchport access vlan 14

mtu 9216

e

2. Cisco Nexus 9332C ports 1 through 6 and 27 through 32 connected to upstream switch. Configure ethernet
interfaces on both Cisco Nexus switch connected to upstream switch.

interface port-channel50
description NB ToR NO9K
switchport mode trunk
switchport trunk allowed vlan 14
spanning-tree port type network
mtu 9216

interface Ethernetl/27
description K14-N9K-P19-24
switchport mode trunk
switchport trunk allowed vlan 14
spanning-tree port type network
mtu 9216
channel-group 50 mode active

interface Ethernetl/28
description K14-N9K-P19-24
switchport mode trunk
switchport trunk allowed vlan 14
spanning-tree port type network
mtu 9216
channel-group 50 mode active

For more information about configuring Cisco Nexus 9000 Series, go to:

https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/93x/interfaces/configuration/quid
e/b-cisco-nexus-9000-nx-os-interfaces-configuration-guide-93x.html

‘ﬂ Go to the Appendix to configure active-active (balance-alb/mod 6 or 802.3ad/mod 4) based deploy-
ment.

Configure Cisco Integrated Management Controller

To configure the on-board Cisco IMC, first connect a KVM console to the server, and follow these steps:

1. Inthe BIOS POST screen, press F8 to display the CIMC configuration screen.

2. A prompt displays to enter the default password and provide the user password (only first time).

3. Select bedicated NIC mode.

4. Select static or DHCP assignment.

5. For static mode, configure the IP address, Netmask and Gateway for the IPv4 setting of the CIMC.

6. Select None for NIC redundancy.


https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/93x/interfaces/configuration/guide/b-cisco-nexus-9000-nx-os-interfaces-configuration-guide-93x.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/93x/interfaces/configuration/guide/b-cisco-nexus-9000-nx-os-interfaces-configuration-guide-93x.html
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7. Press F10 to save the configuration and exit the utility.
8. Open a web browser on a computer on the same network.

9. Enter the IMC IP address of the Cisco UCS C220 M5 Server: http://<<var cimc ip address>.

10. Enter the login credentials as updated in the IMC configuration.

Figure 24 Cisco IMC Login

C220-WZP23420UK9
Cisco Integrated Management Controller

A/ Chasss | Summary Refresh ot Power | Laun w | Pivg | oMC Retoot | LocstoriED | @ @
Server Properties Cisco Integrated Management Controller (Cisco IMC) Information
Product Nam: Hostnamea:
Serial Number: IP Address:
PID: MAC Address:
uuio: AED ATAE-Q54FEAR1BFE4 Fimveara Varsion:
B103 Version: 4040083119119 Current Time [UTC):
Dascription: Local Time:
Asset Tag: | Unknuan Tmezone:
Chassis Status Server Utilization
Power State: @ <
Overall Server Status: $4 (ior 1
Temperature: & coc =
Ovarall DIt Status: & (e ':
Power Supphies: & Coc rx
Fans: B oo @
Locator LED: g
Qverall Storage Status: &4 o
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Cisco Intersight and IMC Configuration

This section details the Cisco Intersight configuration and Cisco IMC (Integrated Management Controller) config-
uration that was done as part of the infrastructure build out. The racking, power, and installation of the Cisco
UCS Rack Server is described in the physical topology section earlier in this document.

Integrate Cisco IMC with Intersight

To register Cisco IMC to Intersight, follow these steps:

1. From the Cisco IMC, go to Admin > Device connector.

{Acmin | Device Cannector Refresh | Heat Pawar | Launs

Chassi *
The Desice Cannectar s an mascced management sortmlier that srabies the capaalilies of Chicn IntRmig, a cleud kasss maragement plathorm, Far detated ramation akbout configuning the soce sorreeler, Flease vist Help Corter
Lompute Device Connector
N Pep—
Srorage 3
Adrnin - gooooo---ooooooo--.o-oooooo.---@.o---ooooooo--m-ooooo.o---ooo
Fietry Cannechon
WUser Managjement Device Correcior Iizmel Interzight

Metworkiig

Communication Services
o Inersigh [ Resslvs Frar
Security Management
UNE sppears 1o be vonligured, bul unsie 1 resobee the DNE name of Inlersighl. inersghLmsy be in manterance
Ewant Management
Rernechations
Firmware Management N

w vierfy the UN server 5 addresses cenfigured arvald. Open Setings
Utilities .
® Yenfy the ONS servers are reachable from Devce Connectar,

Device Conneclor

2. On the right side of the screen, click Settings.

A  Sdmin  Device Connector Hemaah | Host Fower | Laurch ki | B | cinvc Reooat | Locator LED | @
Thve Diswice Conmeten is aembeckded macsgement conmolle T enssles Be capaililiss of Ciecs Fiesght, g clouHssed wanagemen satfaem, T detsikd eoamation abeot soofiguing e devce connecton, phass dar Help Cone
Device Cannector {3 settings | Kefresh

ALV O

Disvicn Cannetin Inerner rerigh

* NS name ab IMarsight, Imersight may 5 ¢

® arify Tha NS sener IR addresses corfguied are vale Dpen Settings.

* Warify the DMS servers sre reavhable from Devive Connector,

3. Inthe Settings screen, go to the General tab and enable the “Device connector.” For the Access Mode, select
“Allow control” and enable “Tunneled vkKVM.”

L Tunneled vKVM is supported only for Cisco UCS C-Series servers with an Advantage or Premier li-
cense.
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ﬁ We enabled and launched Tunneled vKVM to complete OS Installation from Cisco Intersight.

4. Configure DNS, NTP, Proxy as required for reachability to Intersight.

#  Admin | Device Connector Refrash | Host Pawe aunch KM | Ping | CIMC Reboat | Lacstar
avice Connestor is an ambedded manageman controllér that anablis The capabiities of Clsco Ntarsight, & cout-ased managament platfonm, Far dataiad information ssoul confiquiing the Siies connestor, plase dst Hilp Center
Sattings
Oaneral
onf @ When this opticn s ON, you an claim this system and leverage the capabilties of Cisoo Intersight. H it is OFF, no commenication wil be allowed to Clsco interskght. Lesm More
&) Doicn Connectar
Acoess Mode
Readonly
*) Allxw Conrol
e on from Intermght oy

W Tuneied e

5. Verify reachability to Cisco Intersight is updated after configuring Settings.

A | Admn | Device Connector Refresh | Host Powsr | Launch KM

The Cevice Cannectar iz an embedded menagement cantraller that enables the capabilites of Clsco itersignt, & cloud-ses2d menagement plattorm. For detailed informeation sbout canfiquring the device connecton, please visit Help Center

Device Connector £} setngs ) Refrash
ALLOW CONTRIL

— E

Claim Code
@

pavice Cornector Intarnet Intarzight

Rot Claimed

The sarnector t the Cisca
page and chick Claim a e G

rsight Pertal is successful. but device is stil nat slimed. Ta claim the cevice apen Cisco Intersiaht, create @ new account ard fallew the guidance or gs ta the Devices
i far axisling accourt, Caen intersight

JLEREE

6. Log into Cisco Intersight with your credentials.
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atfen]e
CISCO

INTERSIGHT

Cisco ID Single Sign-On (SS0) ®

If you do not have a Cisco ID,
create one here

Enter email

 SignInwith CiscolD  SigninwithSS0

Don't have an Intersight Account? Creat

7. Click Continue to create a new Account or new devices can be registered in existing account. We created a
new Account.

afean]n,
CISCO

INTERSIGHT

Create an Account

To create an account you should sign in with Cisco
ID and claim a device. More Infc

Already have an Intersight Account? Sig:

8. Provide Device ID and Claim code to create an account for the cluster.
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|l|||||||
CISCO

INTERSIGHT

Account Creation ()

To complete account creation, you must claim a device to Intersight.
Enter the Account Name, Device ID, and Claim Code from the device.

Account Name *
UCSC-C220-M5SN

Device ID *

Claim Code *

Learn more about Cisco Intersight at |

9. Verify the account is created successfully.
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atfen]n,
CISCO

INTERSIGHT

For future logins, use your custom account URL:

https:/ .intersight.com/

Learn more about Cisco Intersight at Hel,

10. After logging in, verify the device added is listed under Administration > Devices.

Uil Intersight
T T T e

Chaiim & Mo Duvitze

16 v perpane

Chaimed By

11. Click Claim a New Device to claim all remaining servers.
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ek Intew Device Claim

Dashboards

= Sorvars

E Chassis Claim a New Device
4  HyperFlex Clusters

= Fabric Interconnacts

Claim Theough Intessight Assist
[ Profiks
To claim your device, you must have the Device 1D and Claim Cade

Device I0 ¢
Adminigtration

Devicas

Softwara Repository

12. Make sure all servers are claimed (the servers that are part of the cluster configuration).

il intersight

In  Dushbosrds
L1 Health ) = HCL Statues — = Contract Status = Server Profiles < Tasks (Last 24h)
= =
) Incomplete 16 Mot Covered 16
| Chassis 18 e s 16
i35 HyperFlay Clusters

T Fabeic Insrconnects items found 18w perpage 1 af

% Pofiles Health Contract Status Manag.. Modal P © - UCE Damaln HY Clustar Saner .. Utility Storage. Flmwa..
Palicies Haalthy Mot Cavered 14128 UCEC CE20- 1.3 =40 anfah)
Admintgiration . Haalthy Mot Covernd 10141215 UCEC-CF20- A0 Angahy
Devices Healthy Mot Coverad 10041213 UCSCC220-. . A0 A.004n)
Saltware Repusitary Heslihy Mt Covered 10141214 UCSCL20-. . 2040 40(4h)
Haahhy Mot Cavered 10147212 UGHC-CE2 - . 0 4.0(ah)
Haalthy Mok Cavernd 10141217 UCECCF20-. X =80 anfah)
Healthy Net Coverad 10141210 UCSC-CZ20-. BAD 4.0{ah)
Healhy Mot Covered 10141208 UCSCL220-. : 4. 4.004n)
Hot Cavered 10.14.1.208 UCSC-CER0-. nz 20 402k}
Mok Cavernd 10141207 UCEC CE2-. X =80 anah)
Nk Caverad 10141206 UCSCCTR0- 2840 4.0(ah)
Mot Covered 10.14.1:205 UCSCL220-. . . A.0ian)
Mot Covered 10.14.1:204 UCSCCz20-. - a0 4.0(4h)

Mot Cavered 10141208 [T 1. a.0(ah)

. Click Settings, then select Licensing.

‘e’ Intersight
Dashboards Audit Logs
&= HCL Status
Sessions
7 Incomplete 19
s Healthy 5 i Licensi
Chassis Haskin 19 ®( i

Settings
HyperFlex Clusters

14. Click Register License to assign Essential, Advanced. or Premier License for Cisco Intersight. For more infor-
mation about the d\fferem license t|ers for Cisco Inter5|ght see:

By default, the claimed devices in Cisco Intersight are allocated Base License Tier.



https://www.intersight.com/help/getting_started#licensing_requirements
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Subscription

In Compliancz

DEFALLT

Essentials

Al functicnality of Base

Sanver HEL comaliance check

Reqlater Licenge

15. Enter Product Registration Token for Cisco Intersight. Click Register.

Smart Software Licensing Product Registration

If you do not have a Product Instance Registration Token, you can generate
a new token within the specific virtual account in the

16. Click Set Default Tier. Assign the desired Default Tier.
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"Hies’ Intersight Licensing

mses

Essentials e Advantage o Premier @

@ Not Used tat @ Mot Used tat @ Not Used

17. To assign a new license tier to existing server, click the Servers tab in Cisco Intersight. Select the server(s).
Select Set License Tier.

el Intersight Servers
Dashboards

Health
19 Healthy 19

HyperFlex Clusters

Fabric Interconnects

Power Off
Profiles

Power Cycle
Policies
Shut Down 0S

Orchestration
Hard Reset

Solutions Reboot IMC

Administration Turn On Locator

Devices Turn Off Locator

Upgrade Firmware

Software Repository

Install Operating System

Set License Tier

18. Select License Tier from the drop-down list.
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Set License Tier (19 Servers)

Selected servers will be updated with new license tiers.

Tier

Premier

19. From the Servers tab, check the checkbox to select all servers. Click the ellipses to view the drop-down list.
Click Upgrade firmware.

el Intersight Servers
Dashboards
[\ Health
Servers

19 Healthy 19

HyperFlex Clusters

Fabric Interconnects

Power Orf
Health
Power Cycle

Healthy
Shut Down 0S8

Hard Reset aenply

Solutions

Reboot IMC Healthy

Administration Turn On Locator Healthy

Tumn Off Locator Healthy

Software Repo bt it Healthy
Install Operating System
Healthy
Set License Tier

20. Clicking the firmware upgrade provides the option to choose the location of the firmware iso. We configured
the NFS share for remote I1SO repository. Provide the information for Remote IP, Remote Share and Remote
File. Click Upgrade Firmware.

‘ﬁ The storage utility-based firmware upgrade steps are described in the Appendix.
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Upgrade Firmware

Network Share

Firmware will be installed on the next device reboot. To
reboot immediately after clicking Upgrade, enable the
corresponding option below.

Remote IP *

Remote Share *

/iso

Remote File *

ucs-c220m5-huu-4.0.4i.iso

@ Reboot Immediately to Begin Upgrade

21. Click Upgrade Immediately.
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Upgrade Firmware

The server will be rebooted immediately and the upgrade will begin.
Once complete, the server will reboot and start per the defined boot
order.

Are you sure you want to upgrade now?

Upgrade Immediately
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22. The progress indicator is displayed next to the server being upgraded in the Servers menu.

Hzalth Contract Status Manag.. T LGS Domal HE Clusies Server Uty Storage Frmmare Versin
Hesslthy P G 10121216
Hesalthy = QUAEREAL]
Healthy QURFREE]
Haalthy
Haathy
Haalthy 014
Hesithy 0141310
Hesslthy s 10,147,208
Heslthy
L .14
Healthy 10,141,206
Haathy .14

Heshthy 10.14.1.200

Hisalthy mica i 0141200

1014726

Securicy Advisarias (1)

24. The updated version can be verified from the Servers tab.



Error! No text of specified style in document.

UCEDomakh MO Chstes
Mt Cowared

Mol Covered

Hint Covared 1094.1.213

Mol Covered 1038138

Hin Covarad

Mol Covered

‘ﬂ More information about the firmware upgrade can be found here:
https://intersight.com/help/featurestfirmware upgrade

Configure Policies to Create Server Profile

To create policies for Server Profiles creation, follow these steps. These steps can also be completed at the time
of the Server Profile creation.

1. On Cisco Intersight WebUI, select the Policies tab. Click Create Server Policy. Create Server Policy provides
an option to create different policies.

Select Policy Type

Adapter Configuration
) BIOS
! Baoot Order
ice Connector
roup

ermel Adapter

) Ethemet Netwark

) Ethemet QoS
Fibre Channel Adapter

2 Fibre Channel Network

2. Select Adapter Configuration from the list of policies, then click Next.

3. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.
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General

N

CDIP-AdapterConfig

abric Intercannects

4. Click Add VIC Adapter Configuration.

n A& The Adapter Configuration will be applied only on next host reboot,
Ganeral

Adapter Configuratione

Policy Details

Paort Channel

5. Select PCI Slot and required setting for the Adapter Configuration.
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Dashboards

Servers

Chassis

HyperFlex Clusters

Fabric Interconnects

Profiles

Policies

Administration

Devices

Software Repository

Add VIC Adapter Configuration

PCI Slot *
MLOM

Ethernet Settings

_. Enable LLDP ©

Fibre Channel Settings

@® cnableFIP O

Port Channel Settings

@@ cnable Port Channel ©

DCE Interface Settings
DCE Interface 1

FEC Mode
Auto

DCE Interface 2

FEC Mode
Auto

6. Click Create.

4 The Adapter Configuretion will b2 applied cnly on next host reboot.
Adapter Configuraticns
HyperFl Policy Details
Fabric Intarconnects

Profias [Tl PCISiot LLDP AP Part Channel

MLOM Enabled Enabled Enabled

Palicies |

Adrming

7. Select BIOS configuration in Create Server Policy options.
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Select Policy Type

arch

) Adapter Configuration
BIOS

) Boot Order
Device Connector
Disk Group

) Ethernet Adapter

) Ethernet Network

) Ethernet QoS

) Fibre Channel Adapter

| Fibre Channel Network

8. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.

General

9. Configure the BIOS policy.
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The BIOS settings will be applied only on next host rebool.
General - &= " nly

LOM And PCle Slots
Policy Details

Adjacent Cache Line Prefetcher Altitude

enabled v @ platform-default

Autonomous Core C-slate CPU Aulonomous Cslate

platform-default w @  platform-default

Bool Performance Mode Downcore control

platform-default v @  platform-default

Channel Interleaving Closed Loop Therm Throt

auto . platform-default

Processor CMCI Config TDP
platform-default + @  platform-default

Core MultiProcessing Energy Performance

performance

Frequency Floor Override CPU Performance

General platform-default + @  platform-default

. . Power Technology Demand Scrub
Policy Details
performance + @  enabled

Direct Cache Access Support DRAM Clock Throttling

enabled + @ Performance

Energy Efficient Turbo Energy Performance Tuning

platform-default + @ platform-default

Enhanced Intel Speedstep(R) Technology EPP Profile

enabled + @ platform-default

Execute Disable Bit Local X2 Apic

platform-default + @ platform-default

Hardware Prefetcher CPU Hardware Power Management

enabled + @ platform-default

MC Interleaving Intel HyperThreading Tech

platfarm-default + @ enabled
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General

Policy Details

General

Policy Details

General

Policy Details

ntel Speed Select

platform-default

ntel{R) VT
disabled

Intel Turbo Boost Tech

enabled

10 Error Enable

platform-default

DCU IP Prefetcher

enabled

KT Prefetch

enabled

LLC Prefetch

platform-default

Memory Interleaving

platform-default

Package C State Limit

platform-default

Patrol Scrub

enabled

Patrol Scrub Interval

platform-default

Processor C1E

disabled

Processor C3 Report

disabled

Processor C6 Report

disabled

CPU C State
disabled

P-STATE Coordination
HW ALL

Power Performance Tuning

platform-default

Rank Interleaving

platform-default

Single PCTL
platform-default

SMT Mode
platform-default

Sub Numa Clustering

platform-default

DCU Streamer Prefetch

enabled

SVM Mode
platform-default

Workload Configuration

platform-default

XPT Prefetch
platform-default

R A S Memory

CKE Low Palicy
platform-default

DRAM Refresh Rate
platform-default

Low Voltage DDR Mode
platform-default

Mirroring Mode
platform-default

NUMA optimized
platform-default

SelectMemory RAS configuration

maximum-performance

Sparing Mode
platform-default
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‘ﬂ Cisco recommends that you upgrade to Cisco UCS Manager Release 4.0(4h) or Release 4.1(1c) or later
to expand memory fault coverage. ADDDC Sparing will be enabled and configured as " Platform Default"
for Memory RAS configuration. For more information, refer to Performance Tuning Guide for Cisco UCS
M5 Servers.

10. Select Boot order in Create Server Profile.

Select Policy Type

Q, Search
Adapter Configuration
BIOS
Boot Order
Device Connector
Disk Group
Ethernet Adapter
Ethernet Network
Ethernet QoS
Fibre Channel Adapter

Fibre Channel Network

11. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.


https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-b-series-blade-servers/whitepaper_c11-740098.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-b-series-blade-servers/whitepaper_c11-740098.pdf
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General

* Policy D

Profiles

Palicies

12. Select the boot mode.

Boot Made

Configured Boot Made G
e Firmare Intarfaca (UEFT)

Palicy Details

a0

NVMe

PCH Stormge

PXF Boat

SAN Boot

S0 Card

UIEF Shell

usp

Virtual Media

13. From the list of Boot Device select Virtual Media (vMedia-KVM) and select KVM mapped DVD as Sub-Type.
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il Intersight

Boot Mode
General
Configured Boot Mede

Policy Details

Iz (vhledia-KVRA) @ et [

CIMC MAPPED DVD

CIMC MAPPED HDD

KW MAPPED DVD

KW MAPPED HDD

KVM MAPPED FDD

14. From the Add Boot Device list, select Local Disk and enter the name for the device and slot as MSTOR-RAID
for M2 boot drives.

Boot Made
General
Configured Boot Mode

) Unified Extensible Firmware: Intes

Palicy Datails

Wirtual Media [vMedia- KV} @ Ctnabled

drministration

B Enabled

15. Select Boot order in Create Server Profile.
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Select Policy Type

Q, Search
Adapter Configuration
BIOS
Boot Order
Device Connector
Disk Group
Ethernet Adapter
Ethernet Network
Ethernet QoS
Fibre Channel Adapter

Fibre Channel Network

16. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.

General

* Policy Details

3 Frofil
C270 M5SN nodes
Falicias

17. Select the boot mode.
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Boot Made

Configured Boot Mode

nsibla Firmvare Imtarfaca (LIEF)
Palicy Details
805! Boot

Local 20O

NVMe
PCH Stormge
PXF Boat

SAN Boot

UEFI Shell
usB

Virtual Media

18. From the list of Boot Device select Virtual Media (vMedia-KVM) and select KVM mapped DVD as Sub-Type.

il Intersight

Daghboards
Boot Mode
General
Configured Boot Mode
anesibile Firmmware: Inl

Policy Details

® Enabled il

Policies

CIMC MAPPED HDD

KW MAPPED DVD

KW MAPPED HDD

KVM MAPPED FDD

19. From the Add Boot Device list, select Local Disk and enter the name for the device and slot as MSTOR-RAID
for M2 boot drives.
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Boot Made
General
Configured Boot Mode
i Firrnware

Palicy Datails

® tabled [

MAPPED DVD

B Enabled ]

:'.';LI,; Intersight Cragta Devi

Dashboards

@  Configuration from Intersight ondy & B e e

Policy Details

21. Create Ethernet Adapter Policy in Create Server Policy.
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Select Policy Type

Q, Search
) Adapter Configuration
) BIOS
) Boot Order
Device Connector
Disk Group
Ethernet Adapter
Ethernet Network
() Ethernet QoS
() Fibre Channel Adapter

() Fibre Channel Network

. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.

el Intersight Create: Fthomat Adapter Policy ) 3 2 =] ) ) Hardik Batal

Dashboards FE) Mesws fetuires have recently been added! Learn More
Servers

Organization *
Chagsals General CRIP-C220MSSN

% HyperFlax Clusters
= Paolicy Details Marne *

Fabric It it
- Fabric Interconnects CDIP-EthAdapter
Frofiles

Description

Ethernet Adapter Pelicy for COIP

Palicies

Adminigtration
Add Tag
CDIP UCSC-C220-M55M =

ayices

Software Repoaitory

23. Leave the default settings or set the custom value and click Create. For more information, see: Tuning Guide-
lines for Cisco UCS Virtual Interface Cards.



https://www.cisco.com/c/dam/en/us/products/collateral/interfaces-modules/unified-computing-system-adapters/vic-tuning-wp.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/interfaces-modules/unified-computing-system-adapters/vic-tuning-wp.pdf
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Enable Accelerated Receive Flow Steering
Palicy Details
@  Eble ced Fill
RoCE Sattings

@  Enabl

Interrupt Settings

Tranemit

Policy Details anamit

¥ Encbie Largs

® EncbieRsS

24. Create Ethernet Network Policy in Create Server Policy.
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Select Policy Type

Search
() Adapter Configuration
() BIOS
) Boot Order
Device Connector
) Disk Group
) Ethernet Adapter
Ethernet Network
() Ethernet QoS
() Fibre Channel Adapter

() Fibre Channel Network

25. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.

Dashboards

Organization *
= General COIP-CZ20MSSN

Chassis

= Palicy Details Mame ™
COIP-EthNetwork

S Hyperflex Clusters
52 Fabric Interconnects

[ Profiles Description

Chternet Network Palicy

Policies

Add Ta
Administration 4

COIF UGSC-DI20-MESN
Devices

Software Repository

26. Select VLAN mode and Default VLAN. Click Create.
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WLAN Sattings

Policy Details

27. Create Ethernet QoS Policy in Create Server Policy.

Select Policy Type

Search

Adapter Configuration
BIOS

Boot Order

Device Connector
Disk Group

Ethernet Adapter
Ethernet Network

Ethernet QoS

() Fibre Channel Adapter

() Fibre Channel Network

28. Enter Organization, Name, Description and create a new tag or assign an existing tag. Click Next.
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cy for Ethemet

29. Select MTU 9000, Class of Service (CoS). Enable Trust Host CoS.

General

Policy Detaile

W Coable Trust

30. Create LAN Connectivity Policy in Create Server Policy.
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Select Policy Type

Disk Group

() Ethermet Adapter
Ethernet Network

() Ethemet QoS
Fibre Channel Adapter
Fibre Channel Network
Fibre Channel QoS

() IPMI Over LAN
LAN Connectivity

(O LDAP

() Local User
NTP

() Metwork Connectivity
SAN Connectivity

) SDCard

31. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.
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General

* Policy Details

NConnect

Description

LAN Connection Policy for CDIP

CSC-C220-MS5SN =

32. Add vNICs required and provide vNIC configuration details.

.

The following steps are for the Cisco VIC 1387. For more information, go to the Cisco Intersight sec-
tion Creating Network Policies. For Cisco VIC 1400 series with four ports, the PCI order will be

changed to 1 and 3 or 1,2,3 and 4 depends on how many ports are in use and whether port-channel
mode is enabled/disabled.

General

Policy Details

33. Provide input for ethO as shown in the screenshot below for MLOM:


https://intersight.com/help/resources/creating_network_policies
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ethD (MLOM)

Name *

eth0

Consistent Device Naming(CDN)

Source

vNIC Name

Placement

Slot ID * Uplink Port
MLOM

PCI Link
0

PCI Order
0

Ethernet Network *

34. Select the previously created Ethernet Network, Ethernet QoS, and Ethernet Adapter Policy.

e Ethernet Network
General

Slot 1D * Uplink Port Policies

MLOM 20

% Policy Details
CDIP-EthNetwork

PCI Link

0

PCI Order

0

Ethemnet Network *

Ethernet QoS *

Ethemet Adapter *
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Placement Ethernet QoS
General
Slot D * Uplink Port Policies
MLOM 0
Policy Details e
CDIP-QOS

PCI Link

0

PCI Order
0

Ethernet Network *

cted Policy: CDIP-EthNetwork <o

Ethemet QoS *

Ethernet Adapter *

e Ethernet Adapter

General
Slot D * Uplink Port Policies
MLOM @ 0

Policy Details

CDIP-EthAdapter
PCI Link

[i]

Ethernet Network *
El selected Policy: CDIP-EthNetwork <=

Ethernet QoS *
E selected Policy: COIP-QOS < | x

Ethernet Adapter =

Connection

Disabled

35. Repeat steps 32-33 for eth1.
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General

eth (MLOM)
Policy Details

eth1 (MLOM)

Name *
ethl

Consistent Device Naming(CDN)

Source
vNIC Name

Placement

Slot 1D * Uplink Port

MLOM @ 1

PCI Link
o

PCI Order
1

vNIC Name

General

Placement

Policy Details Siot D * Uplink Port

MLOM @ 1

PCI Link
i}

PCl Order
1

Ethernet Network *
Sl Selected Policy: COIP-EthMetwork < | x

Ethernet QoS *
£l selected Policy: COIP-QOS @ | x

Ethernet Adapter *
£l selected Policy: CDIP-EthAdapter <= | x

Connection

Disabled

36. Select NTP in Create Server Palicy.
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() LAN Connectivity
) LDAP
(_) Local User
NTP

() Network Connectivity

") SAN Connectivity

(_) SD Card

O SMTP

() SNMP

() ssH

") Serial Dver LAN
() storage

() Syslog

() Virtual KVM

() Virtual Media

37. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.
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Organization *
General CDIP-C220M5SN

e Policy Details Name *

CDIP-NTP

Description

NTP Policy for CDIP setup

Add Tag
CDIP UCSC-C220-M5SN x

38. Enable NTP server then Add NTP server.

@ CEnableNTP ©
General

NTP Server *

Policy Details

39. Create Virtual KVM policy in Create Server Policy.
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Select Policy Type

(C) LAN Connectivity
O LDAP
() Local User
NTP
() Network Connectivity

) SAN Connectivity

) Serial Over LAN
) Storage
O syslog

Virtual KVM

() Virtual Media

40. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.
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Organization *

General CDIP-C220M5SN

® Policy Details Name *
CDIP-vKVM

Description

Virtual KVM Policy

Add Tag
CDIP UCSC-C220-M5SN x

41. Configure the information related to the number of sessions and remote port.

@ Enable Virtual KVM ©
General

Max Sessions *

4

Policy Details

Remote Port #

2068

@ Enable Video Encryption ©

@ Enable Local Server Video ©

42 . Select Virtual Media in Create Server Policy.
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Select Policy Type

() LAN Connectivity
O LDAP
) Local User
O NTP
() Network Connectivity

) SAN Connectivity

() Serial Over LAN
() Storage
() syslog

Virtual KVM

Virtual Media

43. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.
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Organization *

CDIP-C220M5SN

® Policy Details Name *

CDIP-vMedia

Description

Virtual Media Policy

Add Tag
CDIP UCSC-C220-M5SN x

44 Enable Virtual Media, then enable either HDD or CDD Virtual Media. Select NFS/CIFS/HTTP/HTTPS. Enter input
to access I1SO image to install OS from.

W Enable Virtual Media ©
General

@  Enable Virtual Media Encryption @

Policy Details @ Enable Low Power USE ©
HDD Virtual Media @  Enable

CDD Virtual Media ® cnable

HTTPS

Wolume * Hostname/IP Address *

Remole Path * Remale File *

public/RHELISO/ T rhel-server-7.6-x86_64-dvd.iso

Mount Options
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45. Repeat steps 32-33 for eth1.

General

eth (MLOM)
Policy Details

eth1 (MLOM)

Name *
ethl

Consistent Device Naming(CDN)

Source
vNIC Name

Placement

Slot 1D * Uplink Port

MLOM @ 1

PCI Link
o

PCI Order
1

vNIC Name

General

Placement

Policy Details Siot D * Uplink Port

MLOM @ 1

PCI Link
i}

PCl Order
1

Ethernet Network *
Sl Selected Policy: COIP-EthMetwork < | x

Ethernet QoS *
&l selected Policy: COIP-QOS @ | x

Ethernet Adapter *
£l selected Policy: CDIP-EthAdapter <= | x

Connection

Disabled

46. Select NTP in Create Server Policy.
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() LAN Connectivity
) LDAP
(_) Local User
NTP

() Network Connectivity

") SAN Connectivity

(_) SD Card

O SMTP

() SNMP

() ssH

") Serial Dver LAN
() storage

() Syslog

() Virtual KVM

() Virtual Media

47 . Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.
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Organization *
General CDIP-C220M5SN

e Policy Details Name *

CDIP-NTP

Description

NTP Policy for CDIP setup

Add Tag
CDIP UCSC-C220-M5SN x

48. Enable NTP server then Add NTP server.

@ CEnableNTP ©
General

NTP Server *

Policy Details

49. Create Virtual KVM policy in Create Server Policy.
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Select Policy Type

(C) LAN Connectivity
O LDAP
() Local User
NTP
() Network Connectivity

) SAN Connectivity

) Serial Over LAN
) Storage
() syslog

Virtual KVM

() Virtual Media

50. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.
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Organization *

General CDIP-C220M5SN

® Policy Details Name *
CDIP-vKVM

Description

Virtual KVM Policy

Add Tag
CDIP UCSC-C220-M5SN x

51. Configure the information related to the number of sessions and remote port.

@ Enable Virtual KVM ©
General

Max Sessions *

4

Policy Details

Remote Port #

2068

@ Enable Video Encryption ©

@ Enable Local Server Video ©

52. Select Virtual Media in Create Server Policy.
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Select Policy Type

() LAN Connectivity
O LDAP
) Local User
O NTP
() Network Connectivity

) SAN Connectivity

() Serial Over LAN
() Storage
() syslog

Virtual KVM

Virtual Media

53. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.
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Organization *

CDIP-C220M5SN

® Policy Details Name *

CDIP-vMedia

Description

Virtual Media Policy

Add Tag
CDIP UCSC-C220-M5SN x

54. Enable Virtual Media, then enable either HDD or CDD Virtual Media. Select NFS/CIFS/HTTP/HTTPS. Enter input
to access I1SO image to install OS from.

W Enable Virtual Media ©
General

@  Enable Virtual Media Encryption @

Policy Details @ Enable Low Power USE ©
HDD Virtual Media @  Enable

CDD Virtual Media ® cnable

HTTPS

Wolume * Hostname/IP Address *

Remole Path * Remale File *

public/RHELISO/ T rhel-server-7.6-x86_64-dvd.iso

Mount Options
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55. Select Storage policy in Create Server Policy

ﬂ The Storage Policy is applied to Name nodes with HDD and UCSC-RAID-M5 storage controller. Cis-
co UCS C220 M5SN for Data Lake with NVMe disks were in JBOD.

) LAN Connectivity

() LDAP

() Local User

() NTP

(_) Network Connectivity
(O SAN Connectivity

() sDCcard

O sMmTP

() SNMP

) SsH

() Serial Over LAN

Storage
() Syslog
_J) Virtual KVM

) Virtual Media

56. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.
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Organization *

General CDIP-C220M5SN

e Policy Details Name *

CDIP-DNStoragePolicy

Description

Storage Policy for Data Nodes

Add Tag
CDIP UCSC-C220-M5SN x

57. Configure the policy details required for Storage Policy.

General ‘You must have an existing Disk Group Policy before you create a Storage Policy
Sene

Drive Configuration

Policy Details
Global Hot Spares Enable (@

Unused Disks State ©

Unconfigured Good JBOD

A If the encryption is enabled in JBOD disks, the encryption will be disabled before they are moved to Unconfigured Good state

@ Retain Virtual Drives

A If you do not enable Retain Virtual Drives, all existing virtual drives will be removed from the server, and all configuration will be cleared. This may result in data
loss

| Virtual Drive Name Size (MB) Disk Group Expand to Available Set as Boot Drive

| NameNode-R1 CDIF-NN-DG true

58. Create Disk Group policy for Name Nodes.
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Select Policy Type

Q, Search

() Adapter Configuration

O BloS

) Boot Order

() Device Connector
Disk Group

(O Ethernet Adapter

() Ethernet Network

() Ethernet QoS

() Fibre Channel Adapter

() Fibre Channel Network

() Fibre Channel QoS
IPMI Over LAN

(O) LAN Connectivity

) LDAP

59. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.

Organization *

CDIP-C220M5SN

e Policy Details Name *

CDIP-NN-DG

Description

Disk Group Policy for Name Node

Add Tag
CDIP UCSC-C220-M5SN x
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Server Profile Creation

To create the Server Profile for Name Node and Data Node with their corresponding policies configured in the
Create Server Policies section, follow these steps:

1. Select the Profiles tab and click Create Server Profile.
2. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.

et Intersight Create Server Profile

Organiz;

General CDIP-C220M5SN

Server Profile Name *

Server CDI‘II-IQIJTEUDI'I CDIP-C220N-SP

Description
Server Assignment Cisco UCS C220 M5SN server profile CDIP Setup

Add Tag

Summary CDIP UCSC-C220-M5SN x

3. Assign the Compute, Network, Storage and Management policies created on the Server Configuration tab.

Intersight

- Lached Palicies (8]
General

o - Computa 4 of 4 Policies Configured
Server Configuration

: 3 5SN-BI05 (5]

eat [5

COIP-NTP 2]

coiPvhedia (5]

Management 0 gf 11 Configured
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el Intersight Create Server Profila

@  show Attached Policies (6)

Server Configuration

Compule 4 of 4 Policies Configured

Network 2 of 3 Policies Configured

® Server Assignment

+  Adapter Configuration

® Summary

+  LAN Connectivity

BAN Connectivity

Storage 0 of 2 Policies Configured

0of 11 Policies Config

e B show Attached Policies (9)

Compute 4 of 5 Policies Configured
Server Configuration P 9

Metwork 2 of 3 Policies Configured
Server Assignment

Storage 0 of 2 Policies Configured

SU["II['E]I)-'
Management 3 of 11 Policies Configured

+ Device Connector

CDIP-AdapterConfig [=|

CDIP-LANConnect

CDIP-DeviceConnect =]

+ S8SH

+" Virtual KVM

4. Select Assign Server.

General Assign Server Assign Server Later

Show Assigned

Server Configuration

Server Assignment Name User Label
C220-WZP23361125
L SU["IH'E]['_\&’
C220-WZP2336112W

C220-WZP23420UL3

C220-WZP2336112D

5. Click Next to view the summary configuration.

Health
Healthy
Healthy
Healthy

Healthy

Click Deploy.

19 items found

Model

UCSC-CZ20-M55N

UCSC-CZ20-M55N

UCSC-CZ20-M55N

UCSC-CZ20-M55N

10 ~ per page

Serial Number

WZP23361125

WZP2336112W

WZP23420UL3

WZP2336112D

CDIP-55H

CDIP-vKVM

Management IP

10.14.1.216

10.14.1.215

10.14.1.213

10.14.1.214
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el intersight Craata Servar Brafile

Genera
file Mama COIRCZI0N- 5 s5il rvn Managemneni I 0141278

& Status Nat Deployed
Sarver Configuration
Organizatian COIP-CZ20MSSN

Server Assignment
Canfiguration  Erroes (0}

Adapter Configuration COiP-AdapterConfiy 2
Summary
BIOS COIP-C220MSSN-BIOS [
Boot Ordar COIP-CZZOMESN-Hoot |
Device Cannecior COIPF-DeviceGornect  [2
LAN Connectivity COIPLANCemmect 5]
NTR COIPNTP |
S5H colpssH [
Vinual KvM COIPYEVM 2

Viriual Madia Coopatedia (5]

6. Create Server Profile clone for multiple servers..

ik Intersight

et hes Chsier Brafls

Titemsteund 16 e page

Lot ikt

Han azsined afew sazends agc

7. Select the Profiles tab and click Create Server Profile.

8. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.

et Intersight Create Server Profile

Organization *
General CDIP-C220M5SN

Server Profile Name *

Server Configuration CDIP-C220N-SP

Description

Server Assignment Cisco UCS C220 M5SN server profile CDIP Setup

Add Tag
Summary CDIP UCSC-C220-MS5SN =

9. Assign the Compute, Network, Storage and Management policies created on the Server Configuration tab.
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tisco Intersight

ekt Intersight

General

Server Configuration

Create Server Profile

Show Atlached Palicies ()
General e

Computa 4 af 4 Policies Canfigured
Server Configuration puta 4 of 4 Policies Canfigur

rver Assignment

COIP-CZIOMSSN-BIOS |

CDIP-CZ20MS5SN-Boot

* Summary NTR

Virlual Madia

Nework 2 of 3 Policias Configurad

Slorage 0 of 2 Policies Corfigured

Management 0 ¢f 11 Policies Configured

Create Server Profile

@  show Attached Policies (6)
. Compule 4 of 4 Policies Configured
Server Configuration <

Network 2 of 3 Policies Configured
® Server Assignment
+  Adapter Configuration
® Summary

+  LAN Connectivity

BAN Connectivity

Storage 0 of 2 Policies Configured

0of 11 Policies Config

. Show Attached Policies (9)

Compute 4 of 5 Policies Configured

Metwork 2 of 3 Policies Configured

® Server Assignment

L SU["IIHE]I)Il

Storage 0 of 2 Policies Configured

Management 3 of 11 Policies Configured

+ Device Connector

COIP-NTP

COIP-vhadia

CDIP-AdapterConfig

CDIP-LANConnect

CDIP-DeviceConnect

+ S8SH

+" Virtual KVM

10. Select Assign Se

CDIP-55H

CDIP-vKVM
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General Assign Server Assign Server Later

® Show Assigned

Server Configuration

Server Assignment Name User Label

C220-WZP23361125
L Sl”"ll['ii[y
C220-WZP2336112W

C220-WZP23420UL3

C220-WZP2336112D

11. Click Next to view the summary configuration. Click Deploy.

el intersight Craata Servar Brafile

Genera

afie Nama COIRCZI0N- 5

& Status Nat Deaployed

Sarver Configuration

Organizatian COIPCZ20MSSN

Server Assignment
Canfiguration  Erroes (0}

Adapter Configuration
Summary

BIOS

Boot Ordar

Device Cannector

LAN Conneciivity

NTP

S5H

Vinual KvM

Virtual Madia

12. Create Server Profile clone for multiple servers.

ik Intersight

Hpfles Chaster Profiss

Health

Healthy

Healthy

Healthy

Healthy

Han azsined

Install Red Hat Enterprise Linux 7.7

19 items found

Model

UCSC-CZ20-M55N

UCSC-CZ20-M55N

UCSC-CZ20-M55N

UCSC-CZ20-M55N

10 ~ per page

Serial Number

WZP23361125

WZP2336112W

WZP23420UL3

WZP2336112D

Managemnent P 0141278

1 items feund

COiP-AdapterConfiy 2

COIPC220MSSN-BIOS  [Z]

COIP-CZ2OMESH-A0at |

COIPF-DeviceGornect  [2

COP-LANCornect 5]

COPNTP |

ChIPESH [

COIPYEVM 2]

Coopatedia (5]

16 o page

Lot ikt

atow

sezcnds ago

Management IP

10.14.1.216

10.14.1.215

10.14.1.213

10.14.1.214

This section provides detailed procedures for installing Red Hat Enterprise Linux Server using associated server
profile on Cisco UCS C220 M5 servers. There are multiple ways to install the RHEL operating system. The instal-
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lation procedure described in this deployment guide uses KVM console and virtual media from Cisco Intersight
Server profile.

‘ﬁ In this study, RHEL version 7.7 DVD/ISO was utilized for OS the installation on Cisco UCS C220 M5 Rack
Servers.

To install the Red Hat Enterprise Linux 7.7 operating system, follow these steps:

1. On the Server tab in Cisco Intersight, select server. From the list of options select Launch Tunneled vKVM.

':;',';";'D" Intersight

[EE New features have recently been added! Learn More Power Off

Power Cycle
"\ Health { = HCL Status
Shut Down 0S5
Incomplete 19

Healthy 19 9 ; Hard Reset

Reboot IMC
Fabric Interc
Launch KVM
Profiles C 19 items found
Launch Tunneled vEVM

Pal MName Health Conftract Status Manag... Model
Healthy Mot Covered 10.14.1.201

Healthy Not Covered 10.14.1.202

Healthy Not Covered 10.14.1.203 UCSC-C220-

‘ﬁ We configured Tunneled vKVM and Launched Tunneled vKVM from Cisco Intersight.

2. Log into UCS KVM Direct with CIMC credential. Click Launch KVM.

- Servers | Intersight X & Cisco UCS KVM Direct X +

C @& intersight.com/kvm/mux-0/ui/?sessionid=THtMp2d4VQ&mux=mux-0

|

sl
cisco

UCS KVM Direct

Username  admin

Password I---.......‘ I

Language | English v

.
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The KVM window will appear.

C @ intersight.com/kvm/mux-0/ui/?sessionid=tigCVRbuY 1&mux=mux-0 4 e i

el oS KvM

File View Msacros Tools Power Virdual Media Help

o
[

No Signal

3. Verify that Virtual Device is already mapped in Virtual Media tab as per the Virtual Media Policy.
BB Policies | Intersight X @ Cisco UCS KVM Direct X +
C @ intersight.com/kvm/mux-0/ui/?sessionid=2NHUOxogTE&mux=mux-0

File View Macros Tools Power Virtual Media Help
Create Image
Deactivate Virtual Devices
rhel-server-7.7-x86_64-dvd.iso Mapped to CD/DVD ...
Map Removable Disk ...

Map Floppy Disk ...

4. Select the Installation option from Red Hat Enterprise Linux 7.7.
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& intersight.com/kvm/mux-0/ui/?s id=2NHUOxogTE&mux=mux

Aacros Tools Power Virtual Media Help

r .
«

L inux

Install Red Hat Enterprise Linux 7.7
Test this media & install Red Hat Enterprise Linux 7.7

Troubleshooting

5. Select the language for the installation and click Continue.

& intersight.com/k MuX 55 id=tAZ7rEzZWNA&mux=mux-1 or T e

‘tes UCS KVM

lacros Tools Power Virtual Media Help

RED HAT ENTERPR!

SE LINUX 7.7 INSTALLATION
s Help

WELCOME TO RED HAT ENTERPRISE LINUX 7.7.

English (United Kingdom)

Afrikaans
AT English (India)
English (Australia)
dgpall
T English (Canada)
English (Denmark)
5D English (Ireland)
Benapyckan English (New Zealand)
Bwarapcxun English (Nigeria)
Freer English (Hong Kong SAR China)
Bosanski i English (Philippines)
Catala English (Singapore)
Ceitina English (South Africa)
English (Zambia)
Cymraeg %
English (Zimbabwe)
Dansk
English (Botswana)
Deutsch

Fnalish (Antioua & Barbuda)
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6. Select the date and time, which pops up another window. Select the location on the map, set the time, and
click Done.

INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.7 INSTALLATION

Red Hat

B us Help!

DATE & TIME KEYBOARD
Americas/New York timezone - English (US)
E LANGUAGE SUPPORT

English (United States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Minimal Install
INSTALLATION DESTINATION KDUMP
No disks selected Kdump is enabled
NETWORK & HOST NAME SECURITY POLICY
Not connected No profile selected

Quit

o

7. Click Installation Destination.
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INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.7 INSTALLATION
Red Hat
BEus Help!
LOCALIZATION
DATE & TIME KEYBOARD
Americas/Los Angeles timezone English (US)
E LANGUAGE SUPPORT
English (United States)
SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Infrastructure Server

SYSTEM

INSTALLATION DESTINATION KDUMP
Kdump is enabled

SECURITY POLICY
No profile selected

Quit

o

8. This opens a new window with the boot disks. Select a device and choose “I will configure partitioning”. Click
Done. We selected two M.2 SATA SSDs.
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INSTALLATION DESTINATION RED HAT ENTERPRISE LINUX 7.7 INSTALLATION

Device Selection
Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's "Begin Installation" button.

Local Standard Disks
: GIB 7452.04 GiB 7452.04 GiB 223.57 GiB 223.57 GiB
'KX080T8K INTEL SSDPE2KX080T8K INTEL SSDPE2KX080T8K ATA Micron_5100_MTFD ATA Micron_5100_MTFD
OB free nvme8nl / OB free nvmednl / 0B free sda / 1592.5 KiB free sdb / 1592.5 KiB free
Disks left unselected here will not be touched.
Specialized & Network Disks
(&
Add a disk...
Disks left unselected here will not be touched.
Other Storage Options
Partitioning
Automatically configure partitioning. (@) | will configure partitioning.

Encryption
Encrypt my data. You'l set a passphrase next

Full disk summary and boot loader... 2 disks selected; 447.14 GiB capacity; 3185 KiB free Refresh...

9. This opens a window to create the partitions. Click the + sign to add a new partition as shown below with a
boot partition size 2048 MB.

10. Click Add Mount Point to add the partition.
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ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below.

Mount Point: /boot

Desired Capacity: 2048mb

Cancel Add mount point

)

11. Change the device type to RAID and make sure the RAID level is RAID1 (redundancy) and click Update Set-
tings to save the changes.
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MANUAL PARTITIONING RED HAT ENTERPRISE LINUX 7.7 INSTALLATION
s e
~ New Red Hat Enterprise Linux 7.7 Installation sdal
Mount Point: Device(s):
ECE) ..
Desired Capacity: ATA Micron_5100_MTFD (sda) and 1
other
1953 MiB
Modify...
Device Type: RAID Level:
RAID ¥ | ] Encrypt RAID1 (Redundancy -
File System:
xfs \ 4 v
Label: Name:
Update Settings
Note: The settings you make on this screen will not
+ - (¢ be applied until you click on the main menu's ‘Begin
Installation’ button
AVAILABLE SPACE TOTAL SPACE
44523 GiB | 447.14 GiB
2 storage devices selected Reset All

12. Click the + sign to create the swap partition of size 2048 MB. Click Add Mount Point.
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ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below.

Mount Point: swap

Desired Capacity: 2048mb [

Cancel Add mount point

13. Change the Device type to RAID and RAID level to RAID1 (Redundancy) and click Update Settings.
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MANUAL PARTITIONING RED HAT ENTERPRISE LINUX 7.7 INSTALLATION
= e
~ New Red Hat Enterprise Linux 7.7 Installation rhel-swap
Mount Point Device(s):
/boot 1953 MiB
boot
other
1952 MiB
Modify...
Devics Typ: RAID Level:
RAID ¥ | [ Encrypt RAID1 (Redundancy -
File System:
swap v | [
Label: Name:
swap
Update Settings
Note: The settings you make on this screen will not
+ - e be applied until you click on the main menu's ‘Begin
Installation’ button.
AVAILABLE SPACE TOTAL SPACE
441.41 GiB @ 447.14 GiB
2 storage devices selected Reset All

14. Click + to add the / partition. The size can be left empty so it will use the remaining capacity. Click Add
Mountpoint.
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ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below.

Mount Point: /

Desired Capacity:

Add mouﬁf point

15. Change the Device type to RAID and RAID level to RAID1 (Redundancy). Click Update Settings.
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MANUAL PARTITIONING

Done

~ New Red Hat Enterprise Linux 7.7 Installation

/boot
boot

1952 MiB

1953 MiB

+ - ¢

AVAILABLE SPACE il TOTAL SPACE
3185 KiB 447.14 GiB

2 storage devices selected

RED HAT ENTERPRISE LINUX 7.7 INSTALLATION

root

Mount Point: Device(s):

/

Desired Capacity: ATA Micron_5100_MTFD (sda) and 1

other
219.63 GiB
Modify...
Device Type: RAID Level:
RAID ¥ | ] Encrypt RAID1 (Redundancy >
File System:
xfs ¥ | (/R
Label: Name
poot

Note: The settings you make on this screen will not
be applied until you click on the main menu's '‘Begin
Installation’ button

Reset All

16. Click Done.
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SUMMARY OF CHANGES

Your customizations will result in the following changes taking effect after you return to the main menu and begin installation:
Order Action Type Device Name Mount point

Destroy Format swap cimc7.cdip.cisco.local:swap

Destroy Device mdarray cimc7.cdip.cisco.localswap

Destroy Format software RAID sdb2

Destroy Format software RAID sda2

Destroy Format xfs cimc7.cdip.cisco.localroot

Destroy Device mdarray cimc7.cdip.cisco.localroot

Destroy Format software RAID sdb3

Destroy Device partition sdb3

1
2
3
4
5
6
7
8
9

Destroy Device partition sdb2
Destroy Format software RAID sda3
Destroy Device partition sda3
Destroy Device partition sda2

Cancel & Return to Custom Partitioning ‘ Accept Changes

17. Click Accept changes and continue the Installation.

18. Click Software Selection.
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INSTALLATION SUMMARY

RedHat

LOCALIZATION

DATE & TIME
Americas/Los Angeles timezone

LANGUAGE SUPPORT

English (United States)

SOFTWARE
INSTALLATION SOURCE
Local media

SYSTEM

INSTALLATION DESTINATION
No disks selected

» NETWORK & HOST NAME

Not connected

PAY

RED HAT ENTERPRISE LINUX 7.7 INSTALLATION

BEus Help!

KEYBOARD
English (US)

SOFTWARE SELECTION
Minimal Install

Minimal Install

KDUMP
Kdump is enabled

SECURITY POLICY
No profile selected

Quit

19. Select Infrastructure Server and select the Add-0Ons as noted below, then click Done:

o

Network File System Client
o Performance Tools
o Compatibility Libraries

o Development Tools

o

Security Tools
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SOFTWARE SELECTION RED HAT ENTERPRISE LINUX 7.7 INSTALLATION
=
Base Environment Add-Ons for Selected Environment
() Minimal Install " Java support for the Red Hat Enterprise Linux Server and Desktop Platforms.
Basic functionality. || Large Systems Performance
© Infrastructure Server Performance support tools for large systems.
Server for operating network infrastructure services. (2] Load Balancer
(! File and Print Server Load balancing support for network traffic.
File, print, and storage server for enterprises. (] MariaDB Database Server
() Basic Web Server ~ The MariaDB SQL database server, and associated packages.

Server for serving static and dynamic internet content.

() Virtualization Host
Minimal virtualization host.

€% Network File System Client

) |+ Performance Tools
() Server with GUI Tools for diagnosing system and application-level performance problems.
Server for operating network infrastructure services, with a GUI. (] PostgreSQL Database Server
The PostgreSQL SQL database server, and associated packages.
|| Print Server
Allows the system to act as a print server.
|__| Remote Management for Linux
Remote management interface for Red Hat Enterprise Linux, including
OpenLMI and SNMP.
|| Virtualization Hypervisor
Smallest possible virtualization host installation.
[## Compatibility Libraries
Compatibility libraries for applications built on previous versions of Red Hat
Enterprise Linux.
[/ Development Tools
A basic development environment.
|+ Security Tools
Security tools for integrity and trust verification.
|| Smart Card Support
Support for using smart card authentication.
|| System Administration Tools
Utilities useful in system administration.

20. Click Network and Hostname and configure Hostname and Networking for the Host.
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INSTALLATION SUMMARY

Red Hat

LOCALIZATION

DATE & TIME
Americas/Los Angeles timezone

LANGUAGE SUPPORT
English (United States)

O

SOFTWARE
@ INSTALLATION SOURCE
Local media
SYSTEM
INSTALLATION DESTINATION

Custom partitioning selected

B

NETWORK & HOST NAME
Not connected

FHY

21. Type in the hostname as shown below.

RED HAT ENTERPRISE LINUX 7.7 INSTALLATION
Eus

KEYBOARD
English (US)

SOFTWARE SELECTION
Infrastructure Server

KDUMP
Kdump is enabled

SECURITY POLICY
No profile selected

Quit

Help!

Begin Installation

k ‘Begin Installation
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NETWORK & HOST NAME RED HAT ENTERPRISE LINUX 7.7 INSTALLATION

=

Ethernet (enol unplugged)
i e

Unavailable
Ethernet (eno2, unplugged)

Intel CDrporat\Dn Ethernet Controller 10G X550T Hardware Address 5C:71:0D:49:50:26

| Ethernet (eno6)

_|;: Ethernet (eno5)
Cisco Systems Inc VIC Ethernet NIC (VIC 1387 MLOM Ethernet NIC)
g" Cisco Systems Inc VIC Ethernet NIC (VIC 1387 MLOM Ethernet NIC)

Configure...

— 28 s current em host name.

Host name: | rhel07 cdip.cisco.local Apply Current host name: localhost

# The network configuration is configured at a later time after the installation.

22. Click Save, update the hostname, and turn Ethernet ON. Click Done to return to the main menu.
23. Click Begin Installation in the main menu.
24. Select Root Password in the User Settings.

25. Enter the Root Password and click Done.
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ROOT PASSWORD RED HAT ENTERPRISE LINUX 7.7 INSTALLATION

=

The root account is used for administering the system. Enter a password for the root user.
Root Password: sesessceee

Strong
Confirm: ssssssssns

26. Once the installation is complete, reboot the system.
CONFIGURATION RED HAT ENTERPRISE LINUX 7.7 INSTALLATION
Red Hat
Eus Help!

Complete!

Red Hat Enterprise Linux is now successfully installed and ready for you to use!
Go ahead and reboot to start using it!

27. Repeat steps 1 to 26 to install Red Hat Enterprise Linux 7.7 on Servers 2 through 30.

# The OS installation and configuration of the nodes that is mentioned above can be automated
through PXE boot or third-party tools.
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‘ﬂ See the Appendix, section Error! Reference source not found. for Installation steps for Cisco Boot
Optimized M.2 RAID Controller.

The hostnames and their corresponding IP addresses are shown in Table 8.

Table 8 Hostname and IP address

Hostname Bond0

rhelnn01 10.14.1.45
rhelnn02 10.14.1.46
rhelnn03 10.14.1.47
rhel01 10.14.1.51
rhel02 10.14.1.52
rhel03 10.14.1.53
rhel0O4 10.14.1.54
rhel05 10.14.1.55
Rhel15 10.14.1.65
Rhel16 10.14.1.66

‘ﬂ Multi-homing configuration is not recommended in this design, so assign only one network interface on
each host.

# For simplicity, outbound NATing is configured for internet access when desired, such as accessing pub-
lic repos and/or accessing Red Hat Content Delivery Network. However, configuring outbound NAT is
beyond the scope of this document.

Table 9 Hostname and IP address

Hostname BondO

rhelnn01 10.14.1.45
rhelnn02 10.14.1.46
rhelnn03 10.14.1.47
rhelO1 10.14.1.51
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Hostname Bond0

rhel02 10.14.1.52
rhel03 10.14.1.53
rhel04 10.14.1.54
rhel05 10.14.1.55
Rhel15 10.14.1.65
Rhel16 10.14.1.66

‘ﬁ Multi-homing configuration is not recommended in this design, so assign only one network interface on
each host.

# For simplicity, outbound NATing is configured for internet access when desired, such as accessing pub-
lic repos and/or accessing Red Hat Content Delivery Network. However, configuring outbound NAT is
beyond the scope of this document.

Post OS Install Configuration

Choose one of the nodes of the cluster or a separate node as the Admin Node for management, such as CDP
PvC Base installation, Ansible, creating a local Red Hat repo, and others. In this document, we used rhelnn01 for
this purpose.

Configure Network and Bond Interfaces

To configure the network and bond interfaces, follow these steps:

‘ﬂ The following section captures configuration details for active-standby network bond configuration. See
the Appendix to configure active-active (balance-alb/mod 6 or 802.3ad/mod 4).

# Based on RHEL the bond mod configuration requires a corresponding configuration on the Cisco Nexus
switch.

1. Setup /etc/sysconfig/ifcfg-bondO. Configure the two VNIC interfaces as slave interfaces to the bond interface.

2. Run the following to configure bond on for each Name Node and Data Node:

[root@rhelnn0l ~]# cat /etc/sysconfig/network-scripts/ifcfg-bond0
DEVICE=bond0
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NAME=bond0

TYPE=Bond

BONDING MASTER=yes
IPADDR=10.14.1.45
NETMASK=255.255.255.0
ONBOOT=yes

HOTPLUG=no
BOOTPROTO=none
USERCTL=no

BONDING OPTS="miimon=100 mode=1 primary=eno5 primary reselect=0"
NM CONTROLLED=no
MTU="9000"

[root@rhelnn0l ~]# cat /etc/sysconfig/network-scripts/ifcfg-eno5
TYPE=Ethernet
BOOTPROTO=none
NAME=bondO-slavel
DEVICE=enob
ONBOOT=no
MASTER=bond0
SLAVE=yes

NM CONTROLLED=no
HOTPLUG=no
USERCTL=no
MTU="9000"

[root@rhelnn0l ~]# cat /etc/sysconfig/network-scripts/ifcfg-eno6
TYPE=Ethernet
BOOTPROTO=none
NAME=bond0O-slaveb
DEVICE=enob6
ONBOOT=no
MASTER=bond0
SLAVE=yes
NM_CONTROLLED:no
HOTPLUG=no
USERCTL=no
MTU="9000"

[root@rhelnn0l ~]# ip addr
1: lo: <LOOPBACK, UP,LOWER UP> mtu 65536 gdisc noqueue state UNKNOWN group default
glen 1000

link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

inet 127.0.0.1/8 scope host 1lo

valid 1ft forever preferred 1ft forever

2: enob: <BROADCAST,MULTICAST, SLAVE,UP, LOWER UP> mtu 9000 gdisc mg master bond0
state UP group default glen 1000

link/ether 38:0e:4d:05:49:d6 brd ff:ff:ff:ff:ff:ff
3: eno6: <BROADCAST,MULTICAST, SLAVE,UP, LOWER UP> mtu 9000 gdisc mg master bond0
state UP group default glen 1000

link/ether 38:0e:4d:05:49:d6 brd ff:ff:ff:ff:ff:ff
4: enol: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 gdisc mg state DOWN group
default glen 1000

link/ether 38:0e:4d:7d:b7:f2 brd ff:ff:ff:ff:ff:£ff
5: eno2: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 gdisc mg state DOWN group
default glen 1000
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link/ether 38:0e:4d:7d:b7:f3 brd ff:ff:ff:ff:ff:ff
6: bond0: <BROADCAST,MULTICAST,MASTER,UP,LOWER UP> mtu 9000 gdisc noqueue state UP
group default glen 1000
link/ether 38:0e:4d:05:49:d6 brd ff:ff:ff:ff:ff:ff
inet 10.14.1.45/24 brd 10.14.1.255 scope global bond0
valid 1ft forever preferred 1ft forever

# BONDING_OPTS="miimon=100 mode=1 primary=<Interface Name> primary_reselect=0" - primary re-
select default value is 0.

Configure /etc/hosts
Prior to setting up DNS, configure /etc/hosts on the Admin node.

# For the purpose of simplicity, /etc/hosts file is configured with hostnames in all the nodes. However, in
large scale production grade deployment, DNS server setup is highly recommended. Furthermore,
/etc/hosts file is not copied into containers running on the platform.

Below are the sample A records for DNS configuration within Linux environment:

ORIGIN cdip.cisco.local

rhelnn0l A 10.14.1.45
rhelnn02 A 10.14.1.4¢6
rhelnn03 A 10.14.1.47
rhelOl A 10.14.1.51
rhel02 A 10.14.1.52
rhel03 A 10.14.1.53

Rhell5 A 10.14.1.65
Rhell6 A 10.14.1.66

To create the host file on the admin node, follow these steps:

1. Log into the Admin Node (rhelnn01).

#ssh 10.14.1.46

2. Populate the host file with IP addresses and corresponding hostnames on the Admin node (rhelnn01) and
other nodes as follows:

On Admin Node (rhelnn01):

[root@rhelnn0l ~]# cat /etc/hosts
127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomainé
B localhost localhost.localdomain localhost6 localhost6.localdomain6

# Name nodes

10.14.1.45 rhelnn0l.cdip.cisco.local rhelnn01l
10.14.1.46 rhelnn02.cdip.cisco.local rhelnn02
10.14.1.47 rhelnn03.cdip.cisco.local rhelnn03
# Data nodes

10.14.1.51 rhelOl.cdip.cisco.local rhelOl
10.14.1.52 rhel02.cdip.cisco.local rhel02

10.14.1.53 rhel03.cdip.cisco.local rhelO3
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10.14.1.54 rhel04.cdip.cisco.local rhel0O4
10.14.1.55 rhel05.cdip.cisco.local rhel05
10.14.1.56 rhel06.cdip.cisco.local rhel06
10.14.1.57 rhel07.cdip.cisco.local rhelQ7
10.14.1.58 rhel08.cdip.cisco.local rhel08
10.14.1.59 rhel09.cdip.cisco.local rhel09
10.14.1.60 rhellO.cdip.cisco.local rhellO
10.14.1.61 rhelll.cdip.cisco.local rhelll
10.14.1.62 rhell2.cdip.cisco.local rhell2
10.14.1.63 rhell3.cdip.cisco.local rhell3
10.14.1.64 rhell4.cdip.cisco.local rhell4
10.14.1.65 rhell5.cdip.cisco.local rhell5
10.14.1.66 rhell6.cdip.cisco.local rhelléb

Set Up Passwordless Login

To manage all the nodes in a cluster from the admin node password-less login needs to be setup. It assists in
automating common tasks with Ansible, and shell-scripts without having to use passwords.

To enable password-less login across all the nodes when Red Hat Linux is installed across all the nodes in the
cluster, follow these steps:

1. Log into the Admin Node (rhelnn01).

2. Run the ssh-keygen command to create both public and private keys on the admin node.

# ssh-keygen -N '' -f ~/.ssh/id rsa

Figure 26 ssh-keygen
[root@rhel0l ~]# ssh-keygen -N '' f ~/.s88h/id rsa
Generating public/private rsa key pair. :
ed directory '/root/.ssh'.
Your identification »een saved in /root/.ssh/id rsa.
Your public key has b saved in /root/.ssh/id rsa.pub.
The key fingerprint is: -
SHA256 : YAnkweNMBgxDy 6BxLIpH/B5D2UY0OU/DA7+MOkd4Dmbéaw rootiirhelOl  hdp3.cisco.local
The key's randomart image is:
+ [RSA 2048) +

| o+
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1 © Baa¥®.® |
|+ * = 0... . |
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+

~===[SHA256]) -----

3. Run the following command from the admin node to copy the public key id_rsa.pub to all the nodes of the
cluster. ssh-copy-id appends the keys to the remote-hosts .ssh/authorized_keys.

# for i in {01..03}; do echo "copying rhelnn$i.cdip.cisco.local"; ssh-copy-id -i
~/.ssh/id rsa.pub root@rhelnn$i.cdip.cisco.local; done;

# for i in {01..16}; do echo "copying rhel$i.cdip.cisco.local"; ssh-copy-id -i
~/.ssh/id rsa.pub root@rhel$i.cdip.cisco.local; done;

4. Enter yes for Are you sure you want to continue connecting (yes/no)?

5. Enter the password of the remote host.
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Create a Red Hat Enterprise Linux (RHEL) 7.7 Local Repository

To create a repository using RHEL DVD or ISO on the admin node (in this deployment rhelnn01 is used for this
purpose), create a directory with all the required RPMs, run the “createrepo” command and then publish the
resulting repository.

To create a RHEL 7.7 local repository, follow these steps:

1. Log into rhelnn01. Create a directory that would contain the repository.

# mkdir -p /var/www/html/rhelrepo

2. Copy the contents of the Red Hat DVD to /var/www/html/rhelrepo
3. Alternatively, if you have access to a Red Hat ISO Image, Copy the ISO file to rhelnn01.

4. Log back into rhelnnO1 and create the mount directory.

scp rhel-server-7.7-x86 64-dvd.iso rhelnnOl:/root/
mkdir -p /mnt/rheliso
mount -t 1s09660 -o loop /root/rhel-server-7.7-x86 64-dvd.iso /mnt/rheliso/

H= = e

5. Copy the contents of the ISO to the /var/www/html/rhelrepo directory.

# cp -r /mnt/rheliso/* /var/www/html/rhelrepo

6. Onrhelnn01 create a .repo file to enable the use of the yum command.

# vi /var/www/html/rhelrepo/rheliso.repo
[rhel7.7]

name=Red Hat Enterprise Linux 7.7
baseurl=http://10.14.1.46/rhelrepo
gpgcheck=0

enabled=1

7. Copy rheliso.repo file from /var/www/html/rhelrepo to /etc/yum.repos.d on rhelnn01.

# cp /var/www/html/rhelrepo/rheliso.repo /etc/yum.repos.d/

ﬂ Based on this repository file, yum requires httpd to be running on rhelnn01 for other nodes to access
the repository.

8. To make use of repository files on rhelnn01 without httpd, edit the baseurl of repo file
[etc/yum.repos.d/rheliso.repo to point repository location in the file system.

L This step is needed to install software on Admin Node (rhelnn01) using the repo (such as httpd, cre-
ate-repo, and so on.)

# vi /etc/yum.repos.d/rheliso.repo
[rhel7.7]

name=Red Hat Enterprise Linux 7.7
baseurl=file:///var/www/html/rhelrepo
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gpgcheck=0
enabled=1

Create the Red Hat Repository Database

To create the Red Hat repository database, follow these steps:

1. Install the “createrepo” package on admin node (rhelnn01). Use it to regenerate the repository database(s) for
the local copy of the RHEL DVD contents.

# yum -y install createrepo

2. Run “createrepo” on the RHEL repository to create the repo database on admin node

# cd /var/www/html/rhelrepo
# createrepo

Figure 27 createrepo
[root@rhelOl rhelrepo]# createrepo

Set Up Ansible

To set up Ansible, follow these steps:

1. Download Ansible rom from the this link: https://releases.ansible.com/ansible/rpm/release/epel-7 -
x86 64/ansible-2.9.6-1.el/.ans.noarch.rpm

=+

wget https://releases.ansible.com/ansible/rpm/release/epel-7-x86 64/ansible-2.9.6-
.el7.ans.noarch.rpm

=

2. Run the following command to install ansible:

# yum localinstall -y ansible-2.9.6-1.el7.ans.noarch.rpm

3. Verify Ansible installation by running the following commands:

# ansible --version
ansible 2.9.6
config file = /etc/ansible/ansible.cfg
configured module search path = [u'/root/.ansible/plugins/modules’,
u'/usr/share/ansible/plugins/modules’]
ansible python module location = /usr/lib/python2.7/site-packages/ansible
executable location = /usr/bin/ansible
python version = 2.7.5 (default, Jun 11 2019, 14:33:56) [GCC 4.8.5 20150623 (Red
Hat 4.8.5-39)]

# ansible localhost -m ping

localhost | SUCCESS => {
"changed": false,
"ping": "pong"

}

4. Prepare the host inventory file for Ansible as shown below. Various host groups have been created based on
any specific installation requirements of certain hosts.


https://releases.ansible.com/ansible/rpm/release/epel-7-x86_64/ansible-2.9.6-1.el7.ans.noarch.rpm
https://releases.ansible.com/ansible/rpm/release/epel-7-x86_64/ansible-2.9.6-1.el7.ans.noarch.rpm
https://releases.ansible.com/ansible/rpm/release/epel-7-x86_64/ansible-2.9.6-1.el7.ans.noarch.rpm
https://releases.ansible.com/ansible/rpm/release/epel-7-x86_64/ansible-2.9.6-1.el7.ans.noarch.rpm
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[root@rhelnn01 ~]# cat /etc/ansible/hosts
[admin]
rhelnn0l.cdip.cisco.local

[namenodes]

rhelnnOl.cdip.cisco.local
rhelnn02.cdip.cisco.local
rhelnn03.cdip.cisco.local

[datanodes]
rhelOl.cdip.cisco.local
rhel02.cdip.cisco.local
rhel03.cdip.cisco.local
rhel(O4.cdip.cisco.local
rhel05.cdip.cisco.local
rhelO6.cdip.cisco.local
rhel07.cdip.cisco.local
rhel08.cdip.cisco.local
rhel09.cdip.cisco.local
rhellO.cdip.cisco.local
rhelll.cdip.cisco.local
rhell2.cdip.cisco.local
rhell3.cdip.cisco.local
rhell4.cdip.cisco.local
rhell5.cdip.cisco.local
rhell6.cdip.cisco.local

[nodes]
rhelnn0l.cdip.cisco.local
rhelnn02.cdip.cisco.local
rhelnn03.cdip.cisco.local
rhelOl.cdip.cisco.local
rhel02.cdip.cisco.local
rhel03.cdip.cisco.local
rhelO4.cdip.cisco.local
rhel05.cdip.cisco.local
rhel06.cdip.cisco.local
rhel07.cdip.cisco.local
rhel08.cdip.cisco.local
rhel09.cdip.cisco.local
rhell0.cdip.cisco.local
rhelll.cdip.cisco.local
rhell2.cdip.cisco.local
rhell3.cdip.cisco.local
rhelld.cdip.cisco.local
rhell5.cdip.cisco.local
rhell6.cdip.cisco.local

5. Verify host group by running the following command.

# ansible datanodes -m ping

Install httpd

Setting up the RHEL repository on the admin node requires httpd. To set up RHEL repository on the admin node,
follow these steps:
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1. Install httpd on the admin node to host repositories:

# The Red Hat repository is hosted using HTTP on the admin node; this machine is accessible by all the
hosts in the cluster.

# yum -y install httpd

2. Add ServerName and make the necessary changes to the server configuration file:

# vi /etc/httpd/conf/httpd.conf
ServerName 10.14.1.46:80

3. Start httpd:

# service httpd start
# chkconfig httpd on

Disable the Linux Firewall

# The default Linux firewall settings are too restrictive for any Hadoop deployment. Since the Cisco UCS
Big Data deployment will be in its own isolated network there is no need for that additional firewall.

To disable the Linux firewall, run the following:

# ansible all -m command -a "firewall-cmd --zone=public --add-port=80/tcp --
permanent"

# ansible all -m command -a "firewall-cmd --reload"

# ansible all -m command -a "systemctl disable firewalld"

Disable SELinux

# SELinux must be disabled during the install procedure and cluster setup. SELinux can be enabled after
installation and while the cluster is running.

SELinux can be disabled by editing /etc/selinux/config and changing the SELINUX line to SELI-
NUX=disabled.

To disable SELinux, follow these steps:

1. The following command will disable SELINUX on all nodes:

‘ﬁ This command may fail if SELinux is already disabled. This requires reboot to take effect.

# ansible nodes -m shell -a "sed -i 's/SELINUX=enforcing/SELINUX=disabled/g'
/etc/selinux/config"
# ansible nodes -m shell -a "setenforce 0"

2. Reboot the machine, if needed for SELinux to be disabled in case it does not take effect. It can be checked
using the following command:
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# ansible namenodes -a "sestatus"
rhelOl.cdp.cisco.local | CHANGED | rc=0 >>
SELinux status: disabled

rhel02.cdp.cisco.local | CHANGED | rc=0 >>
SELinux status: disabled

rhel03.cdp.cisco.local | CHANGED | rc=0 >>
SELinux status: disabled

Set Up All Nodes to use the RHEL Repository

To set up all noes to use the RHEL repository, follow these steps:

ﬂ Based on this repository file, yum requires httpd to be running on rhel1 for other nodes to access the
repository.

1. Copy the rheliso.repo to all the nodes of the cluster:

# ansible nodes -m copy -a "src=/var/www/html/rhelrepo/rheliso.repo
dest=/etc/yum.repos.d/."

2. Copy the /etc/hosts file to all nodes:

# ansible nodes -m copy -a "src=/etc/hosts dest=/etc/hosts"

3. Purge the yum caches:

# ansible nodes -a “yum clean all”
# ansible nodes -a “yum repolist”

ﬂ While the suggested configuration is to disable SELinux, if for any reason SELinux needs to be ena-
bled on the cluster, run the following command to make sure that the httpd can read the Yum re-
pofiles.

#chcon -R -t httpd sys content t /var/www/html/

Upgrade the Cisco Network Driver for VIC1387

The latest Cisco Network driver is required for performance and updates. The latest drivers can be downloaded
from the link below:

https://software.cisco.com/download/home/283862063/type/283853158/release/4.1(1a

In the ISO image, the required driver kmod-enic-4.0.0.8-802.24.rhel7u7.x86_64.rpm can be located at
\Network\Cisco\VIC\RHEL\RHEL7.7\.

To upgrade the Cisco Network Driver for VIC1387, follow these steps:

1. From a node connected to the Internet, download, extract, and transfer kmod-enic-.rpm to rhelnn01 (admin
node).


https://software.cisco.com/download/home/283862063/type/283853158/release/4.1(1a)
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2. Copy the rpm on all nodes of the cluster using the following Ansible commands. For this example, the rom is
assumed to be in present working directory of rhelnn01:

[root@rhelnn0l1 ~]# ansible all -m copy -a "src=/root/ kmod-enic-4.0.0.8-
802.24.rhel7u7.x86 64.rpm dest=/root/."

3. Use the yum module to install the enic driver rom file on all the nodes through Ansible:

[root@rhelnn0l ~]# ansible all -m yum -a “name=/root/ kmod-enic-4.0.0.8-
802.24.rhel7u7.x86 64.rpm state=present”

Make sure that the above installed version of kmod-enic driver is being used on all
nodes by running the command "modinfo enic" on all nodes:

[root@rhelO02 ~]1# ansible all -m shell -a "modinfo enic | head -5"

4. Itis recommended to download the kmod-megaraid driver for higher performance on Name nodes. The RPM
can be found in the same package at:
\Storage\LSI\Cisco_Storage_12G_SAS_RAID_controlle\RHEL\RHEL 7. 7\kmod-megaraid_sas-
07.710.06.00_el7.7-1.x86_64.rpm:

5. Copy the rom on all Name nodes of the cluster using the following Ansible commands. For this example, the
rom is assumed to be in present working directory of rhelnn071:

[root@rhelnn0l ~]# ansible namenodes -m copy -a "src=/root/kmod-megaraid sas-
07.710.06.00 el7.7-1.x86 64.rpm dest=/root/."

6. Use the yum module to install the megaraid driver rom file on all the Name nodes using Ansible:

[root@rhelnn0l ~]# ansible namenodes -m yum -a “name=/root kmod-megaraid sas-
07.710.06.00 el7.7-1.x86 64.rpm state=present”

Make sure that the above installed version of kmod-megaraid driver is being used on
all nodes by running the command "modinfo megaraid sas" on all nodes:
[root@rhelnn0l ~]# ansible all -m shell -a "modinfo megaraid sas | head -5"

Intel SPDK

The SPDK NVMe device driver is a user space, polled-mode, asynchronous, lockless NVMe driver. This driver
provides zero-copy, highly parallel access directly to an SSD from a user space application. The driver runs in
userspace, which avoids syscalls and enables zero-copy access from the application using the driver. The SPDK
NVMe driver addresses the issue of interrupt latency by polling the storage device for completions instead of
relying on interrupts, which effectively lowers both total latency and latency variance. Finally, the driver avoids all
locks in the 1/O path for maximum scalability.

SPDK provides a block stack with a unified API for talking to different storage backend devices(NVMe SSDs,
PMEM, ramdisk, Ceph RBD, virtio-scsi/blk and so on).

SPDK provides an NVMe-oF target application that is capable of serving disks over the network via different
transports; RDMA (iWARP, RoCE), InfiniBand™, Intel® Omni-Path Architecture. SPDK provide a unified interface
for the NVMe driver and the NVMe-oF Initiator, so whether you’re talking to locally PCle-attached NVMe devices
or remote NVMe devices over a Fabric you can use the same API in your application. SPDK is an open-source
project under the BSD license which allows users to integrate any or all of the components under the most per-
missive licensing terms.
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The total time it takes to read/write a block of data from/to an NVMe SSD is a function of the NVMe device la-
tency and the NVMe driver latency. The device latency depends on the block size of the workload. NVMe SSDs
can read/write a small block (4KiB) in less than 100 microseconds and have IOPS throughput of over 500K 1/O
per second. Therefore, even a small improvement of a few microseconds in the transaction time of a single 1/0
translates into huge saving in CPU cycles when building systems with many SSDs.

The SPDK open-source community redesigned storage software to highlight the outstanding efficiency enabled
by running software optimized for NVMe SSDs. The SPDK NVMe driver has demonstrated that millions of 1/Os
per second per CPU core are easily attainable with no additional offload hardware for small block work-
loads(4KiB). For large block workloads (> 1MB) the device latency is much higher com-pared to the NVMe driver
latency and the 1/O per second are much lower, so savings of a few microseconds will not reduce the total
transaction time significantly or improve the IOPS throughput noticeably.

‘ﬁ Intel SPDK driver requires RHEL version 8.1 and later which reduces latency and required number of
cores. Intel SPDK driver requires kernel version 5.7 and later.

‘& For more information on SPDK, go to: https://spdk.io/.

Set Up JAVA
To setup JAVA, follow these steps:

ﬁ CDP PvC Base 7 requires JAVA 8.

1. Download jdk-8u241-linux-x64.rom and src the rpm to admin node (rhelnn01) from the link:
https://www.oracle.com/technetwork/java/javase/downloads/jdk8-downloads-2133151.html

2. Copy JDK rpm to all nodes:

# ansible nodes -m copy —-a "src=/root/jdk-8u241-linux-x64.rpm dest=/root/."

3. Extract and Install JDK all nodes:

# ansible all -m command -a "rpm -ivh jdk-8u24l1-linux-x64.rpm "

4. Create the following files java-set-alternatives.sh and java-home.sh on admin node (rhelnn01):

# vi java-set-alternatives.sh
#!/bin/bash
for item in java javac javaws jar jps javah javap jcontrol jconsole jdb; do
rm -f /var/lib/alternatives/S$item
alternatives --install /usr/bin/$item $item /usr/java/jdkl.8.0 241-amd64/bin/$item
9
alternatives --set $item /usr/java/jdk1l.8.0 241-amd64/bin/$item
done

# vi java-home.sh
export JAVA HOME=/usr/java/jdkl.8.0 241-amd64
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5. Make the two java scripts created above executable:

chmod 755 ./java-set-alternatives.sh ./java-home.sh

6. Copying java-set-alternatives.sh to all nodes:

ansible nodes -m copy -a "src=/root/java-set-alternatives.sh dest=/root/."
ansible nodes -m file -a "dest=/root/java-set-alternatives.sh mode=755"
ansible nodes -m copy -a "src=/root/java-home.sh dest=/root/."

ansible nodes -m file -a "dest=/root/java-home.sh mode=755"

7. Setup Java Alternatives:

[root@rhelnn0l ~]# ansible all -m shell -a "/root/java-set-alternatives.sh"

8. Make sure correct java is setup on all nodes (should point to newly installed java path):

# ansible all -m shell -a "alternatives --display java | head -2"
rhelnn0l.cdip.cisco.local | CHANGED | rc=0 >>

java - status is manual.

link currently points to /usr/java/jdkl.8.0 241-amd64/bin/java
rhelnn02.cdip.cisco.local | CHANGED | rc=0 >>

java - status is manual.

link currently points to /usr/java/jdkl.8.0 241-amd64/bin/java
rhelnn03.cdip.cisco.local | CHANGED | rc=0 >>

java - status is manual.

link currently points to /usr/java/jdkl.8.0 241-amd64/bin/java
rhel02.cdip.cisco.local | CHANGED | rc=0 >>

java - status is manual.

link currently points to /usr/java/jdkl.8.0 241-amd64/bin/java
rhelOl.cdip.cisco.local | CHANGED | rc=0 >>

java - status is manual.

link currently points to /usr/java/jdkl.8.0 241-amd64/bin/java

9. Setup JAVA_HOME on all nodes:

# ansible all -m copy -a "src=/root/java-home.sh dest=/etc/profile.d"

10. Display JAVA_HOME on all nodes:

# ansible all -m command -a "echo S$JAVA HOME"
rhelnn0l.cdip.cisco.local | CHANGED | rc=0 >>
/usr/java/jdkl.8.0 241-amd64

11. Display current java -version:

# ansible all -m command -a "java -version”
rhelnnOl.cdip.cisco.local | CHANGED | rc=0 >>

java version "1.8.0 241"

Java (TM) SE Runtime Environment (build 1.8.0 241-b07)

Java HotSpot (TM) 64-Bit Server VM (build 25.241-b07, mixed mode)
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Enable Syslog

Syslog must be enabled on each node to preserve logs regarding killed processes or failed jobs. Modern ver-
sions such as syslog-ng and rsyslog are possible, making it more difficult to be sure that a syslog daemon is

present.

Use one of the following commands to confirm that the service is properly configured:

# ansible all -m command -a "rsyslogd -v"
# ansible all -m command -a "service rsyslog status"

Set the ulimit

On each node, ulimit -n specifies the number of inodes that can be opened simultaneously. With the default
value of 1024, the system appears to be out of disk space and shows no inodes available. This value should be

set to 64000 on every node.

‘ﬁ Higher values are unlikely to result in an appreciable performance gain.

To set ulimit, follow these steps:

1. For setting the ulimit on Redhat, edit “/etc/security/limits.conf” on admin node rhelnn01 and add the following

lines:

# vi /etc/security/limits.conf

* soft nofile 1048576

* hard nofile 1048576

2. Copy the /etc/security/limits.conf file from admin node (rhelnn01) to all the nodes using the following com-
mand:

# ansible nodes -m copy -a "src=/etc/security/limits.conf

dest=/etc/security/limits.conf"

3. Make sure that the /etc/pam.d/su file contains the following settings:

# cat /etc/pam.d/su

#%PAM-1.0

auth sufficient pam_rootok.so

# Uncomment the following line to implicitly trust users in the "wheel" group.

#auth sufficient pam wheel.so trust use uid

# Uncomment the following line to require a user to be in the "wheel" group.

#auth required pam wheel.so use uid

auth include system-auth

auth include postlogin

account sufficient pam_succeed if.so uid = 0 use uid quiet

account include system-auth

password include system-auth

session include system-auth

session include postlogin

session optional pam_xauth.so

4. Copy the /etc/pam.d/su file from admin node (rhelnn01) to all the nodes using the following command:
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# ansible nodes -m copy -a "src=/etc/pam.d/su dest/etc/pam.d/su"

ﬁ The ulimit values are applied on a new shell, running the command on a node on an earlier instance of a
shell will show old values.

Set TCP Retries

Adjusting the tcp_retries parameter for the system network enables faster detection of failed nodes. Given the
advanced networking features of Cisco UCS, this is a safe and recommended change (failures observed at the
operating system layer are most likely serious rather than transitory).

To set TCP retries, follow these steps:

‘ﬁ On each node, set the number of TCP retries to 5 can help detect unreachable nodes with less latency.

1. Edit the file /etc/sysctl.conf and on admin node rhelnn0O1 and add the following:

net.ipvéd.tcp retries2=5

2. Copy the /etc/sysctl.conf file from admin node (rhelnn01) to all the nodes using the following command:

# ansible nodes -m copy -a "src=/etc/sysctl.conf dest=/etc/sysctl.conf"

3. Load the settings from default sysctl file /etc/sysctl.conf by running the following command:

# ansible nodes -m command -a "sysctl -p"

Disable IPv6 Defaults

To disable IPv6 defaults, follow these steps:

1. Run the following command:

# ansible all -m shell -a "echo 'net.ipvé6.conf.all.disable ipv6 = 1' >>
/etc/sysctl.conft"

# ansible all -m shell -a "echo 'net.ipvé6.conf.default.disable ipve = 1' >>
/etc/sysctl.conf"

# ansible all -m shell -a "echo 'net.ipv6.conf.lo.disable ipve = 1' >>
/etc/sysctl.conf"

Load the settings from default sysctl file /etc/sysctl.conf:

# ansible all -m shell -a "sysctl -p"

Disable Swapping

To disable swapping, follow these steps:

1. Run the following on all nodes. Variable vm. swappiness defines how often swap should be used, 60 is de-
fault:

# ansible all -m shell -a "echo 'vm.swappiness=0' >> /etc/sysctl.conf"

2. Load the settings from default sysctl file /etc/sysctl.conf and verify the content of sysctl.conf:
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# ansible all -m shell -a "sysctl -p"
# ansible all -m shell -a "cat /etc/sysctl.conf"

Disable Memory Overcommit

To disable Memory Overcommit, follow these steps:

1. Run the following on all nodes. Variable vm.overcommit memory=0

# ansible all -m shell -a "echo 'vm.overcommit memory=0' >> /etc/sysctl.conf"

2. Load the settings from default sysctl file /etc/sysctl.conf and verify the content of sysctl.conf:

ansible all -m shell -a "sysctl -p"

ansible all -m shell -a "cat /etc/sysctl.conf"
helnnOl.cdip.cisco.local | CHANGED | rc=0 >>

sysctl settings are defined through files in
/usr/lib/sysctl.d/, /run/sysctl.d/, and /etc/sysctl.d/.

#

#

r

#

#

#

# Vendors settings live in /usr/lib/sysctl.d/.

# To override a whole file, create a new file with the same in
# /etc/sysctl.d/ and put new settings there. To override

# only specific settings, add a file with a lexically later

# name in /etc/sysctl.d/ and put new settings there.

#
#

For more information, see sysctl.conf(5) and sysctl.d(5).

net.ipv4.tcp retries2=5
net.ipvé6.conf.all.disable ipv6 = 1
net.ipvé6.conf.default.disable ipv6 =1
net.ipvé6.conf.lo.disable ipve = 1
vm.swappiness=0

vm.overcommit memory=0

Disable Transparent Huge Pages
Disabling Transparent Huge Pages (THP) reduces elevated CPU usage caused by THP.

To disable Transparent Huge Pages, follow these steps:

1. You must run the following commands for every reboot; copy this command t0 /etc/rc.d/rc.local SO
they are executed automatically for every reboot:

# ansible all -m shell -a "echo never > /sys/kernel/mm/transparent hugepage/enabled”
# ansible all -m shell -a "echo never > /sys/kernel/mm/transparent hugepage/defrag"

2. Onthe Admin node, run the following commands:

#rm —-f /root/thp disable

#echo "echo never > /sys/kernel/mm/transparent hugepage/enabled" >>
/root/thp disable

#echo "echo never > /sys/kernel/mm/transparent hugepage/defrag " >>
/root/thp disable

3. Copy file to each node:



Error! No text of specified style in document.

# ansible nodes -m copy -a "src=/root/thp disable dest=/root/thp disable"

4. Append the content of file thp_disable to /etc/rc.d/rc.local:

# ansible nodes -m shell -a "cat /root/thp disable >> /etc/rc.d/rc.local"
# ansible nodes -m shell -a "chmod +x /etc/rc.d/rc.local"

NTP Configuration

The Network Time Protocol (NTP) is used to synchronize the time of all the nodes within the cluster. The Net-
work Time Protocol daemon (ntpd) sets and maintains the system time of day in synchronism with the timeserver
located in the admin node (rhelnn01). Configuring NTP is critical for any Hadoop Cluster. If server clocks in the
cluster drift out of sync, serious problems will occur with HBase and other services.

To configure NTP, follow these steps:

1. Run the following:

# ansible all -m yum -a "name=ntp state=present"”

‘& Installing an internal NTP server keeps your cluster synchronized even when an outside NTP server is
inaccessible.

2. Configure /etc/ntp.conf on the admin node only with the following contents:

# vi /etc/ntp.conf

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

server 127.127.1.0

fudge 127.127.1.0 stratum 10
includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys

3. Create /root/ntp.conf on the admin node and copy it to all nodes:

# vi /root/ntp.conf

server 10.14.1.46

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys

4. Copy ntp.conf file from the admin node to /etc of all the data nodes and two other name nodes by execut-
ing the following commands in the admin node (rhelnn01):

# ansible datanodes -m copy -a “src=/root/ntp.conf dest=/etc/ntp.conf”

# ansible rhelnn0l -m copy -a “src=/root/ntp.conf dest=/etc/ntp.conf”

# ansible rhelnn03 -m copy -a “src=/root/ntp.conf dest=/etc/ntp.conf”

Run the following to syncronize the time and restart NTP daemon on all nodes:
# ansible all -m service -a “name=ntpd state=stopped”

# systemctl start ntpd (On admin node)
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# ansible all -m command -a “ntpdate rhelnnOl.cdip.cisco.local”
# ansible all -m service -a “name=ntpd state=started”

5. Make sure to restart of NTP daemon across reboots:

# ansible all -a "systemctl enable ntpd"

6. Verify NTP is up and running in all nodes by running the following commands:

# ansible all -a "systemctl status ntpd"

ﬁ Alternatively, the new Chrony service can be installed, which is quicker to synchronize clocks in mo-
bile and virtual systems.

7. Install the Chrony service:

# ansible all -m yum -a "name=chrony state=present"

8. Activate the Chrony service at boot:

# ansible all -a "systemctl enable chronyd"

9. Start the Chrony service:

# ansible all -m service -a "name=chronyd state=started"
# systemctl start chronyd

The Chrony configuration is in the /etc/chrony.conf file, configured similar to /etc/ntp.conf.

Configure the Filesystem for NameNodes and DataNodes

The following script formats and mounts the available volumes on each node whether it is NameNode or Data
node. OS boot partition will be skipped. All drives are mounted based on their UUID as /data/disk1, /data/disk2,
and so on.

To configure the filesystem for NameNodes and DataNodes, follow these steps:

1. On the Admin node, create a file containing the following script:

#vi /root/driveconf.sh

2. To create partition tables and file systems on the local disks supplied to each of the nodes, run the following
script as the root user on each node:

ﬂ This script assumes there are no partitions already existing on the data volumes. If there are parti-
tions, delete them before running the script. For detailed information, go to section Delete Partitions.

#vi /root/driveconf.sh

#!/bin/bash

#disks count="1lsblk -id | grep sd | wc -1°
#if [ Sdisks count -eq 24 ]; then

# echo "Found 24 disks"
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#else

# echo "Found S$disks count disks. Expecting 24. Exiting.."
# exit 1

#f1

[[ "-x" == "S${1}" ]] && set -x && set -v && shift 1
count=1

for X in /sys/class/scsi_host/host?/scan

do

echo '- - -' > ${X}

done

for X in /dev/sd?

do

if [[ -b ${X} && °/sbin/parted -s ${X} print quit|/bin/grep -c boot’ -ne 0
11

then

echo "$X bootable - skipping."

continue

else

Y=S5{X##*/}1

echo "Formatting and Mounting Drive => ${X}"

/sbin/mkfs.xfs -f ${X}

(( $? )) && continue

#Identify UUID

UUID="blkid ${X} | cut -d " " -f2 | cut -d "=" -f2 | sed 's/"//g'"
/bin/mkdir -p /data/disk${count}

(( $? )) && continue

echo "UUID of ${X} = ${UUID}, mounting ${X} using UUID on /data/disk${count}"
/bin/mount -t xfs -0 inode64,nocatime -U ${UUID} /data/disk${count}

(( $? )) && continue

echo "UUID=S${UUID} /data/diskS$S{count} xfs inode64,noatime 0 0" >> /etc/fstab
((count++))

fi

done

3. Run the following command to copy driveconf.sh to all the nodes:

chmod 755 /root/driveconf.sh
ansible namenodes -m copy -a “src=/root/driveconf.sh dest=/root/.”
ansible namenodes -m file -a "dest=/root/driveconf.sh mode=755"

+= W= 3

4. Run the following command from the admin node to run the script across all name nodes:

# ansible namenodes -m shell -a “/root/driveconf.sh”

5. Run the following from the admin node to list the partitions and mount points:

ansible namenodes -m shell -a “df -h”
ansible namenodes -m shell -a “mount”
ansible namenodes -m shell -a “cat /etc/fstab”

+ =

6. Onthe Admin node, create a file containing the following script for data nodes:
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#vi /root/driveconf nvme.sh

7. To create partition tables and file systems on the local disks supplied to each of the nodes, run the following
script as the root user on each node:

# This script assumes there are no partitions already existing on the data volumes. If there are parti-
tions, delete them before running the script. For detailed information, go to section Delete Partitions.

#vi /root/driveconf nvme.sh

#!/bin/bash

#disks count="1lsblk -id | grep sd | wc -1°

#if [ $disks count -eq 24 ]; then

# echo "Found 24 disks"

felse

# echo "Found S$disks count disks. Expecting 24. Exiting.."
# exit 1

#fi

[[ "-x" == "S${1}" 1] && set -x && set -v && shift 1
count=1

for X in /sys/class/scsi_host/host?/scan

do

echo '- - -' > ${X}

done

for X in /dev/nvme?nl

do

if [[ -b ${X} && “/sbin/parted -s ${X} print quit|/bin/grep -c boot ™ -ne 0
11

then

echo "$X bootable - skipping."

continue

else

Y=${X#H#*/}1

echo "Formatting and Mounting Drive => ${X}"

/sbin/mkfs.xfs -f ${X}

(( $? )) && continue

#Identify UUID

UUID="blkid ${X} | cut -d " "™ -f2 | cut -d "=" -f2 | sed 's/"//g'"
/bin/mkdir -p /data/disk${count}

(( $? )) && continue

echo "UUID of ${X} = ${UUID}, mounting ${X} using UUID on /data/disk${count}"
/bin/mount -t xfs -0 inode64,noatime -U ${UUID} /data/disk${count}

(( $? )) && continue

echo "UUID=${UUID} /data/disk${count} xfs inode64,noatime 0 0" >> /etc/fstab
((count++))

fi

done

8. Run the following command to copy driveconf.sh to all the nodes:

# chmod 755 /root/driveconf nvme.sh
# ansible datanodes -m copy -a “src=/root/driveconf nvme.sh dest=/root/.”
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# ansible datanodes -m file -a "dest=/root/driveconf nvme.sh mode=755"

9. Run the following command from the admin node to run the script across all data nodes:

# ansible datanodes -m shell -a “/root/driveconf nvme.sh”

10. Run the following from the admin node to list the partitions and mount points:

# ansible datanodes -m shell -a “df -h”
# ansible datanodes -m shell -a “mount”
# ansible datanodes -m shell -a “cat /etc/fstab”

Delete Partitions
To delete a partition, follow these steps:

1. Run the mount command (‘mount’) to identify which drive is mounted to which device /dev/sd<?>

2. Umount the drive for the partition that needs to be deleted and run fdisk to delete as shown below.

ﬁ Do not delete the OS partition since this will wipe out the OS.

# mount
# umount /data/diskl & (diskl shown as example)
# (echo d; echo w;) | sudo fdisk /dev/sd<?>

Cluster Verification

This section explains the steps to create the script cluster verification.sh that helps to verify the CPU,
memory, NIC, and storage adapter settings across the cluster on all nodes. This script also checks additional
prerequisites such as NTP status, SELinux status, ulimit settings, JAVA_HOME settings and JDK version, IP ad-
dress and hostname resolution, Linux version and firewall settings.

To verify a cluster, follow these steps:

‘ﬁ The following script uses cluster shell (clush) which needs to be installed and configured.

1. Create the script cluster_verification.sh as shown, on the Admin node (rhelnn01).

#vi cluster verification.sh
#!/bin/bash

shopt -s expand aliases,

# Setting Color codes
green='\e[0;32m"'
red="'\e[0;31m'

NC='\e[Om' # No Color

echo -e "${green} === Cisco UCS Integrated Infrastructure for Big Data and Analytics
\ Cluster Verification === ${NC}"

echo ""

echo ""

echo -e "${green} ==== System Information ==== ${NC}"

echo ""

echo wn
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echo -e "${green}System S${NC}"
clush -a -B "
echo ""

echo
echo -e "${green}BIOS S${NC}"
clush -a -B "
echo ""

echo
echo -e "${green}Memory S${NC}"
clush -a -B "cat /proc/meminfo
echo mww

echo

wn

nwn

nwn

"which dmidecode”

"which dmidecode”

|grep -A2 '~System Information'"
| grep -A3 '""BIOS I'"
| grep -i “memt | unig"

echo -e "${green}Number of Dimms S${NC}"

clush -a -B "echo -n 'DIMM slots: '; “which dmidecode” |grep -c \
'“[[:space:]]*Locator:"'"

clush -a -B "echo -n 'DIMM count is: '; “which dmidecode” | grep \ "Size"| grep -c
'lMB'l LAl

clush -a -B " “which dmidecode” | awk '/Memory Device$/,/”$/ {print}' |\ grep -e
'“"Mem' -e Size: -e Speed: -e Part | sort -u | grep -v -e 'NO \ DIMM' -e 'No Module
Installed' -e Unknown"

echo mww

echo ""

# probe for cpu info #

echo -e "${green}CPU ${NC}"

clush -a -B "grep '“model name' /proc/cpuinfo | sort -u"

echo mww

clush -a -B "“which lscpu’ | grep -v -e op-mode -e "“Vendor -e family -e\ Model: -e
Stepping: -e BogoMIPS -e Virtual -e ”“Byte -e '~NUMA node(s)'"

echo ""

echo ""

# probe for nic info #

echo -e "${green}NIC S${NC}"
clush -a -B "'which ifconfig"
“which ethtool™ |
echo ""

egrep '("e|”p)"' | awk '{print \$1}' | \ xargs -1

grep -e "“Settings -e Speed"

clush -a -B "“which 1lspci® | grep -i ether"

echo ""

echo ""

# probe for disk info #

echo -e "S${green}Storage S${NC}"

clush -a -B "echo 'Storage Controller: '; “which lspci’® | grep -i -e \ raid -e
storage -e 1lsi"

echo ""

clush -a -B "dmesg | grep -i raid | grep -i scsi"

echo mwn

clush -a -B "lsblk -id | awk '{print \$1,\$4}'|sort | nl"
echo ""

echo ""

echo -e "S${green} Software S{NC}"
echo mwn

echo ""

echo -e "${green}Linux Release ${NC}"

clush -a -B "cat /etc/*release | unig"

echo mwn

echo ""

echo -e "${green}Linux Version ${NC}"
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clush -a -B "uname -srvm | fmt"

echo mwn

echo mwn

echo -e "${green}Date S${NC}"

clush -a -B date

echo mww

echo mwn

echo -e "${green}NTP Status S${NC}"

clush -a -B "ntpstat 2>&1 | head -1"

echo mww

echo mww

echo -e "${green}SELINUX S${NC}"

clush -a -B "echo -n 'SElinux status: '; grep "SELINUX= \ /etc/selinux/config 2>&1"
echo mn

echo mww

clush -a -B "echo -n 'CPUspeed Service: '; ‘“which service' cpuspeed \ status 2>&1"
clush -a -B "echo -n 'CPUspeed Service: '; “which chkconfig®™ --1list \ cpuspeed 2>&1"
echo mwn

echo mn

echo -e "${green}Java Version${NC}"

clush -a -B 'java -version 2>&1; echo JAVA HOME is ${JAVA HOME:-Not \ Defined!}"
echo mwn - -

echo mwn

echo -e "${green}Hostname LoOKup${NC}"

clush -a -B " ip addr show"

echo mww

echo mn

echo -e "${green}Open File Limit${NC}"

clush -a -B 'echo -n "Open file limit (should be >32K): "; ulimit -n'

2. Change permissions to executable:

# chmod 755 cluster verification.sh

3. Run the Cluster Verification tool from the admin node. This can be run before starting Hadoop to identify any
discrepancies in Post OS Configuration between the servers or during troubleshooting of any cluster / Hadoop
issues:

#./cluster verification.sh

Install Cloudera Data Platform
This section provides instructions for installing Cloudera software, including Cloudera Manager, Cloudera
Runtime, and other managed services, in a production environment.

Review the_Cloudera Production Installation: Before You Install steps prior to the production installation of
Cloudera Manager, Cloudera Runtime, and other managed services, review the Cloudera Data Platform 7 Re-
quirements and Supported Versions, in addition to the Cloudera Data Platform Release Notes.

Prerequisites for CDP PvC Base Installation

This section details the prerequisites for the CDP PvC Base installation, such as setting up Cloudera Repo.

Cloudera Manager Repository

To setup the Cloudera Manager Repository, follow these steps:
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1. From a host connected to the Internet, download the Cloudera’s repositories as shown below and transfer it to
the admin node:

#mkdir -p /tmp/cloudera-repos/

2. Download Cloudera Manager Repository:

#cd /tmp/cloudera-repos/

# wget https://archive.cloudera.com/cm7/7.1.1/redhat7/yum/cloudera-manager—
trial.repo

# reposync --config=./cloudera-manager-trial.repo --repoid=cloudera-manager
# wget https://archive.cloudera.com/cm7/7.1.1/allkeys.asc

ﬁ This downloads the Cloudera Manager RPMs needed for the Cloudera repository.

3. Run the following command to move the RPMs:

4. Copy the repository directory to the admin node (rhelnn071):

# scp -r /tmp/cloudera-repos/ rhelnn01l:/var/www/html/
# mkdir -p /var/www/html/cloudera-repos/cloudera-manager (On admin node rhelnnO1)
# scp allkeys.asc rhelnnOl:/var/www/html/cloudera-repos/cloudera-manager/

5. Onadmin node (rhelnn01) run create repo command:

#cd /var/www/html/cloudera-repos/
#createrepo --baseurl http://10.14.1.46/cloudera-repos/cloudera-manager/
/var/www/html/cloudera-repos/cloudera-manager/

ﬂ To verify the files, go to: http://10.14.1.46/cloudera-repos/cloudera-manager/.

6. Create the Cloudera Manager repo file with following contents:

# vi /var/www/html/cloudera-repos/cloudera-manager/cloudera-manager.repo
# cat /var/www/html/cloudera-repos/cloudera-manager/cloudera-manager.repo
[cloudera-manager]

name=Cloudera Manager 7.1.1
baseurl=http://10.14.1.46/cloudera-repos/cloudera-manager/

gpgcheck=0

enabled=1

7. Copy the file cloudera-manager.repo into /etc/yum.repos.d/ on the admin node to enable it to find the pack-
ages that are locally hosted:

#cp /var/www/html/cloudera-repos/cloudera-manager/cloudera-manager.repo
/etc/yum.repos.d/

From the admin node copy the repo files to /etc/yum.repos.d/ of all the nodes of the
cluster:

# ansible all -m copy -a "src=/etc/yum.repos.d/cloudera-manager.repo
dest=/etc/yum.repos.d/."



https://archive.cloudera.com/cm7/7.1.1/redhat7/yum/cloudera-manager-trial.repo
https://archive.cloudera.com/cm7/7.1.1/redhat7/yum/cloudera-manager-trial.repo
https://archive.cloudera.com/cm7/7.1.1/allkeys.asc
http://10.14.1.46/cloudera-repos/cloudera-manager/
http://10.14.1.46/cloudera-repos/cloudera-manager/

Error! No text of specified style in document.

Set Up the Local Parcels for CDP PvC Base 7.1.1

From a host connected the internet, download CDP PvC Base 7.1.1 parcels that are meant for RHEL7.7 from the
URL: https://archive.cloudera.com/cdh7/7.1.1.0/parcels/ and place them in the directory
/var/www/html/cloudera-repos/ " of the Admin node.

The following are the required files for RHEL7.7:
e CDH-7.1.1-1.cdh7.1.1.p0.3266817-el7.parcel
e CDH-7.1.1-1.cdh7.1.1.p0.3266817-el7.parcel.sha256

e manifest.json

Download Parcels

To download parcels, follow these steps:

1. From a host connected to the Internet, download the Cloudera’s parcels as shown below and transfer it to the
admin node:

#mkdir -p /tmp/cloudera-repos/CDH7.1.1.0parcels

2. Download parcels:

#cd /tmp/cloudera-repos/CDH7.1.1.0parcels

wget https://archive.cloudera.com/cdh7/7.1.1.0/parcels/CDH-7.1.1-
.cdh7.1.1.p0.3266817-el7.parcel

wget https://archive.cloudera.com/cdh7/7.1.1.0/parcels/CDH-7.1.1-
.cdh7.1.1.p0.3266817-el7.parcel.sha256

wget https://archive.cloudera.com/cdh7/7.1.1.0/parcels/manifest.json
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Copy /tmp/cloudera-repos/CDH7.1.1.0parcels to the admin node (rhelnn01):

# mkdir -p /var/www/html/cloudera-repos/cdh7/7.1.1.0/parcels/ (on rhelnn01)

# scp -r /tmp/cloudera-repos/CDH7.1.1.0parcels/ rhelnn0l:/var/www/html/cloudera-
repos/cdh7/7.1.1.0/parcels/

# chmod -R ugo+rX /var/www/html/cloudera-repos/cdh7

4. Verify that these files are accessible by using the URL http://10.14.1.46/cloudera-
repos/cdh//7.1.1.0/parcels/ in admin node.

5. Download Sgoop Connectors.

# mkdir -p /tmp/cloudera-repos/sgoop-connectors
# wget --recursive --no-parent --no-host-directories
http://archive.cloudera.com/sqoop-connectors/parcels/latest/ -P /tmp/cloudera-repos/

6. Copy /tmp/cloudera-repos/sqoop-connectors to the admin node (rhelnn01).

# scp -r /tmp/cloudera-repos/sqoop-connectors rhelnn0l:/var/www/html/cloudera-repos/
# sudo chmod -R ugo+rX /var/www/html/cloudera-repos/sqoop-connectors

Install and Configure Database for Cloudera Manager

This section provides the steps to install and configure the database for Cloudera Manager.
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Install PostgreSQL Server

To install the PostgreSQL packages on the PostgreSQL server, follow these steps:

1. In the admin node where Cloudera Manager will be installed, use the following command to install PostgreSQL
server.

# yum install postgresgllO-server postgresqgllO

2. Install psycopg? Python package 2.7.5 or higher if lower version is installed.

# yum install -y python-pip
# pip install psycopg2==2.7.5 --ignore-installed

ﬂ Check installing dependencies for hue:
https://docs.cloudera.com/documentation/enterprise/upgrade/topics/ug cdh upgrade hue psycopg2.
html

Configure and Start PostgreSQL Server
To configure and start the PostgreSQL server, follow these steps:

1. To configure and start the PostgreSQL Server, stop PostgreSQL server if it is running.

# systemctl stop postgresqgl-10.service

# Backup the existing database.

# By default, PostgreSQL only accepts connections on the loopback interface. You must reconfigure
PostgreSQL to accept connections from the fully qualified domain names (FQDN) of the hosts host-
ing the services for which you are configuring databases. If you do not make these changes, the ser-
vices cannot connect to and use the database on which they depend.

2. Make sure that LC_ALL is set to en_US.UTF-8 and initialize the database as follows:

# echo 'LC ALL="en US.UTF-8"' >> /etc/locale.conf
# sudo /usr/pgsgl-10/bin/postgresgl-10-setup initdb

3. # To enable MD5 authentication, edit /var/lib/pgsgl/10/data/pg_hba.conf by adding the following line:

# host all all 127.0.0.1/32 md5

# The host line specifying md5 authentication shown above must be inserted before this ident line:
# host all 127.0.0.1/32 ident

Failure to do so may cause an authentication error when running the scm_prepare_database.sh
script. You can modify the contents of the md>5 line shown above to support different configurations.
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For example, if you want to access PostgreSQL from a different host, replace 127.0.0.1 with your IP
address and update postgresqgl.conf, which is typically found in the same place as pg_hba.conf, to
include:

H listen_addresses = '*'

4. Configure settings to ensure your system performs as expected. Update these settings in the
/var/lib/pgsal/10/data/postgresagl.conf file. Settings vary based on cluster size and resources as follows:

max_connection - 500

shared buffers - 1024 MB

wal buffers - 16 MB

max wal size — 6GB (checkpoint segments=128)
checkpoint completion target - 0.9

ﬂ Refer to section Install and Configure PostgreSQL for CDP, in the Cloudera Data Platform Private Cloud

Base Installation guide.

5. Start the PostgreSQL Server and configure to start at boot.

# systemctl start postgresqgl-10.service
# systemctl enable postgresqgl-10.service

Databases for CDP
Create databases and service accounts for components that require a database.
Create databases for the following components:

e Cloudera Manager Server

o Cloudera Management Service Roles: Activity Monitor, Reports Manager, Hive Metastore Server, Data An-
alytics Studio, Ranger, hue, and oozie.
The databases must be configured to support the PostgreSQL UTF8 character set encoding.

Record the values you enter for database names, usernames, and passwords. The Cloudera Manager installation
wizard requires this information to correctly connect to these databases.

To create databases for CDP, follow these steps:

1. In the admin node, connect to PostgreSQL:

# sudo -u postgres psqgl

2. Create databases using the following command:

CREATE ROLE scm LOGIN PASSWORD 'password';
CREATE DATABASE scm OWNER scm ENCODING 'UTES8';

CREATE ROLE amon LOGIN PASSWORD 'password';
CREATE DATABASE amon OWNER amon ENCODING 'UTF8';

CREATE ROLE rman LOGIN PASSWORD 'password';
CREATE DATABASE rman OWNER rman ENCODING 'UTF8';
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CREATE ROLE hue LOGIN PASSWORD 'password';
CREATE DATABASE hue OWNER hue ENCODING 'UTF8';

CREATE ROLE hive LOGIN PASSWORD 'password';
CREATE DATABASE metastore OWNER hive ENCODING 'UTF8';

CREATE ROLE nav LOGIN PASSWORD 'password';
CREATE DATABASE nav OWNER nav ENCODING 'UTFES8';

CREATE ROLE navms LOGIN PASSWORD 'password';
CREATE DATABASE navms OWNER navms ENCODING 'UTF8';

CREATE ROLE oozie LOGIN PASSWORD 'password';
CREATE DATABASE oozie OWNER ocozie ENCODING 'UTF8';

CREATE ROLE rangeradmin LOGIN PASSWORD 'password';
CREATE DATABASE ranger OWNER rangeradmin ENCODING 'UTF8';

CREATE ROLE das LOGIN PASSWORD 'password';
CREATE DATABASE das OWNER das ENCODING 'UTFS8';

ALTER DATABASE metastore SET standard conforming strings=off;
ALTER DATABASE oozie SET standard conforming strings=off;

L For Apache Ranger specific configuration for PostgreSQL, see: Configuring a PostgreSQL Database for
Ranger

Cloudera Manager Installation

The following sections describe how to install Cloudera Manager and then using Cloudera Manager to install
CDP PvC Base 7.1.1.

Install Cloudera Manager

Cloudera Manager, an end-to-end management application, is used to install and configure CDP PvC Base. Dur-
ing CDP Installation, Cloudera Manager's Wizard will help to install Hadoop services and any other
role(s)/service(s) on all nodes using the following procedure:

o Discovery of the cluster nodes

o Configure the Cloudera parcel or package repositories

 Install Hadoop, Cloudera Manager Agent (CMA) and Impala on all the cluster nodes.

« Install the Oracle JDK or Open JDK if it is not already installed across all the cluster nodes.
e Assign various services to nodes.

o Start the Hadoop services

ﬂ Please see the JAVA requirements for CDP PvC Base.

To install Cloudera Manager, follow these steps:

1. Update the repo files to point to local repository.
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#rm -f /var/www/html/cloudera-repos/cloudera-manager/*.repo
#cp /etc/yum.repos.d/cloudera-manager.repo /var/www/html/cloudera-repos/

2. Install the Oracle Java Development Kit on the Cloudera Manager Server host.

# ansible nodes -m shell -a "yum install -y java-1.8.0-openjdk-devel"

ﬂ Please see the CDP PvC Base documentation for more information: Manually Installing OpenJDK and
Manually Installing Oracle JDK

3. Install the Cloudera Manager Server packages either on the host where the database is installed, or on a host
that has access to the database:

#yum install -y cloudera-manager-agent cloudera-manager-daemons cloudera-manager-—
server

Set Up the Cloudera Manager Server Database

The Cloudera Manager Server Database includes a script that can create and configure a database for itself.
The script can:

o Create the Cloudera Manager Server database configuration file.

o (PostgreSQL) Create and configure a database for Cloudera Manager Server to use.

o (PostgreSQL) Create and configure a user account for Cloudera Manager Server.
The following sections describe the syntax for the script and demonstrate how to use it.

Prepare a Cloudera Manager Server External Database
To prepare a Cloudera Manager Server external database, follow this step:

1. Runthe scm_prepare database.sh script on the host where the Cloudera Manager Server package is in-
stalled (rhelnn01) admin node:

cd /opt/cloudera/cm/schema/

./scm_prepare database.sh postgresql scm scm <password>
./scm_prepare database.sh postgresql amon amon <password>
./scm_prepare database.sh postgresql rman rman <password>
./scm_prepare database.sh postgresqgl hue hue <password>
./scm_prepare database.sh postgresqgl metastore hive <password>
./scm_prepare database.sh postgresql oozie ocozie<password>
./scm_prepare database.sh postgresql das das <password>
./scm_prepare database.sh postgresql ranger rangeradmin <password>
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Start the Cloudera Manager Server

To start the Cloudera Manager Server, follow these steps:

1. Start the Cloudera Manager Server:

#systemctl start cloudera-scm-server

2. Access the Cloudera Manager using the URL, http://10.14.1.46:7180/ to verify that the server is up.
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3. Once the installation of Cloudera Manager is complete, install CDP PvC Base 7 using the Cloudera Manager
Web interface.

Install Cloudera Data Platform Private Cloud Base (CDP PvC Base)

To install the Cloudera Data Platform Private Cloud Base, follow these steps:

1. Log into the Cloudera Manager. Enter "admin" for both the Username and Password fields.

CLOUDZIRA
g cove

c Sign Out Due to

signin

2. Upload license file. Click Continue after successfully uploading license for CDP PvC Base.
Welcome to Cloudera Manager 7.1.1

Upload License File

& Upload License Fie [EESSIREEITD)

3. Click Continue on the Welcome screen.
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5. Specify the hosts that are part of the cluster using their IP addresses or hostname. The figure below shows a
pattern that specifies the IP addresses range.
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10.14.1.[45-47] or rhelnn[01-03].cdip.cisco.local
10.14.1.[51-66] or rhel[01-16].cdip.cisco.local

6. After the IP addresses or hostnames are entered, click Search.

Add Cluster - Installation
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7. Cloudera Manager will " discover" the nodes in the cluster. Verify that all desired nodes have been found and
selected for installation.

Edit the Cloudera Data Platform Private Cloud Base Parcel Settings to use the CDP 7.1.1 Parcels

To edit the CDP PvC Base Parcel settings, follow these steps:

1. Add custom repository path for Cloudera Manager local repository created.
2. On the Cloudera Manager installation wizard, click Parcels.

3. Click Parcel Repositories and Network Settings.

CDH and other software

Cloudera recommends the use of parcels for installation over packages, because parcels enable Cloudera Manager 1o easily manage the software on your cluster, automating the deployment and upgrade
of service binaries. Electing not to use parcels will require you to manually upgrade packages on all hosts in your cluster when software updates are available, and will prevent you from using Cloudera
Manager's rolling upgrade capabilities.

Install Method Use Packages @

® Use Parcels (Recommended) @ Parcel Repositories & Network Settings  Other Parcel Configurations

4. Click to remove the entire remote repository URLs and add the URL to the location where we kept the CDP
PvC Base 7.1.1 parcels, such as http://10.14.1.46/cloudera-repos/cdh//7.1.1.0/parcels/



http://10.14.1.46/cloudera-repos/cdh7/7.1.1.0/parcels/
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Claudara Repasiarias

Prey Sereer [
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5. Click Save Changes to finish the configuration.

6. Click Continue on the confirmation page.

7. For the method of installation, select the Use Parcels (Recommended) radio button.

8. For the CDP PvC Base 7 version, select the Cloudera Runtime 7.1.1-1.cdh7.1.1.p0.3266817 radio button.
9. For the specific release of Cloudera Manager, select the Custom Repository radio button.

10. Enter the URL for the repository within the admin node. http://10.14.1.46/cloudera-repos/cm?7 and click Con-
tinue.
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Add Cluster - Installation

Select Repository

1 Manage! >t
0 Host Cloudera Manager Agent 7.1.1 (#3274282) needs 1o be installed on all new hosts
Repository Location Public Cloudera Repository

Al loudera-r 1
7
{ th oftwa
8
ver packages, because parcels enable Cloudera Manager o easily manage t
rade c rcels wil require you to manually upgrade packages on all hosts in your chuster when re up
° 3 q v
using Cloudera Mana tie:

® Cloudera Runtime 7.1.1-1.cdh7.1.1.p0.3266817

ter, automating the deployment and

able, and will prevent you from

CLOUDZRA Installation

Manager

If you plan to use JOK 11, you will need 1o install it manually 0 all hosts and then select the Manually manage JOK option below

® Manually manage JOK

€) Please ensure that & supported JOK is already Installed on sll hosts. You will need 1o manage Instaling the unimited strength JCE policy file, If necessary

Install o Cloudera provided version of OpenJOK

Install o system-provided version of OpenJOK

# We selected the Manually Manager JDK option as shown in the screenshot (above).
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12. Provide SSH login credentials for the cluster and click Continue.

¢ CLouozRa
Manager

The installation of the local Cloudera repository and using parcels begins.

¢ CLouozRA
Manager

Add Cluster - Installation

-0

Enter Login Credentials

404

© 0 o

(6) Enter Login Credentials

7
nfirm Pa g
8
SH P
9
Mane
altati

Add Cluster - Installation

Install Agents
Installation In progress.

00 0 0 00

o 19 host(s) completed successfully.  Abort Inst
4 P
" 31.81
rhe¥2 10147
7) Install Agents
hel | 10.14.1.53
8
hes 10.141.5
9
2 cal 1
hei6 cdip.crsco loca al 1
he: al 101415
hesd ccal 1
he ccal 10141
hed10. | 10141
hel1) cd al 1014161
het al 1

(Rumning a large number of installations at once can consume large amounts of net

work bandwidth and other system resources)

ing package n
g P ge
hing pack
ing package
ing package
hing p
hing p o
ing package
9
o,

metadata

metadata

ckage metadata

metadata

Continue
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] cLovomRA
Manager

Add Cluster - Installation

Install Agents
Installation completed successtully.

19 af 19 host(s) completed successfully.

s s e

el edip cises loca 15 I - :coiision completed successhully Details £
wda
hellZ edip 100 loca 1.5 I - cccivon completed susssfully Details [
(7) Install Agents
i3 cdip cisco loca 4. I - s iiocon compiesed sucessully tails O
) Install Parcels
el cdip cisca local 1014154 I - coon complesed suscessully Details £
'
shellS.cdip cisen loca 1014155 I - :tciisoon completed successiully Details (3
t i I 141,56 I - ctoiiaoon completed successiully ails (3
a7 cdip il " I — =
hel08.cdip ciscol 1.58 I J fully =]
rh 10,0l 4160 I - s B
heit 1. cdip ciscolo 41 I on completed successful o
et 2.cdip cisca locs 18 I ol d successul o
—
CLOUDERA ’
Bl Macegor Add Cluster - Installation

Install Agents

Installation completed successiully.
" " " /0000090909090
19 of 19 host{s) completed successfully.

+ Installation completed successfully. Details O

g e s e

+ Installation completed successfully. Details £
(7) Install Agents
+ Inatallation complsted successhully tails B
8 Install Parcels

rhed04. cdip cisco. local 10.14.1.54 + Installation completed successfully Details O
B Inapect Chaster

rhell)S cdip cisco. loca 10.14.1.55 + Installstion completed successiully ails B

+ Installaton completed successfully ails 0

F o
F
<
o

13. Run the inspect the hosts and network performance test through Cloudera Manager on which it has just per-
formed the installation.

14. Review and verify the summary. Click Continue.
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9) Inspect Cluster

Add Cluster -

00 00000

©

9) Inspect Cluster

Add Cluster - Installation

Inspect Cluster

You have crested a new empty cluster. Cloudera recommends that you run the following inspections. For accurate measurements, Cloudera recommends that they are performed

sequentially

@ Inspect Network Performance

Once the inspection is complete, review the inspecto

oceeding

efore proceeding

2 agair
Cloudera Manager will delete the temporarily created cluster.

| understand the risks of not running the inspections of the detected issues, let me continue with cluster setup

Installation

spect Cluster

You have created a new empty chuster. Cloudera recommends that you run the following inspections. For accurate measurements, Cloudera recommends that they are performed

sequentially

@ Inspect Network Performance

Once the ction is complete, review the inspector results before proceedin

vizard and Cloudera Manager will delete the temporarily created ¢

| understand the risks of not running the inspect

of the detected issues, let me continue with cluster setup

15. Select services that need to be started on the cluster.
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Maager Add Cluster - Configuration
1) Select Services
Select Services
2
Choose a com ation of services to install
3 Setup Database © Data Engineering
. tos, H
§ Review Change Dats Mart
6 ) H
7 Summary Operational Database

Custom Services

ts that enable monitoring, reporting, events, and alerts; these components require databases

Sech

# We selected Custom Services for this study.

16. This is a critical step in the installation: Inspect and customize the role assignments of all the nodes based on
your requirements and click Continue.

17. Reconfigure the service assignment to match Table 10.

Table 10  Service/Role Assignment

Service Name

NameNode Rhelnn01, rhelnn02, rhelnn03 (HA)
HistoryServer rhelnn01

JournalNodes rhelnn01, rhelnn02, rhelnn03
ResourceManager rhelnn02, rhelnn03 (HA)

Hue Server rhelnn02

HiveMetastore Server rhelnn01

HiveServer2 rhelnn02
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Service Name Host

HBase Master rhelnn02

Oozie Server rhelnn01

ZooKeeper rhelnn01, rhelnn02, rhelnn03

DataNode rhel01 to rhel16

NodeManager rhel01 to rhel16

RegionServer rhelO1 to rhel16

Sqgoop Server rhelnn01

Impala Catalog Server Daemon rhelnn01

Impala State Store rhelnn02

Impala Daemon rhel01 to rhel16

Solr Server rhel01 (can be installed on all hosts if
needed if there is a search use case)

Spark History Server rhelnn01

Spark Executors rhel01 to rhel16
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Figure 28 Assign Roles in Cloudera Manager, Cluster Creation Wizard Example

Add Cluster - Configuration

o Select Servicea
Assign Roles
{7) Assign Roles
Yo can costomize the tole assigaments for your new clugter here, 2at fazsigniments are made incorrectly, such as essigning too many soles 1o a single host, this canimpact the
pecific role.
3 Setup Letabase

4 Enter Required Farametzrs

5
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Selecthoats rhell1 6] zdiz.ciscolocal =
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& Gaewsy w10 New & Hivz Metastore Server = 1 Mew WebHCat Server = 1 Mew
rhelld1-16].cdip.cleco. local; Fralnnld1-03] cdip.cisce. L. rhelnnd2cdip.cieco. local - rhelnn0z.cdip.ciscolocal =
T iveSeive 2

Salect husls

¢ Hive on Tez

v Gatewsy x 19 New ¥ HiveServer2 x

. ¢ olr 03} cdip.cisce \ thelnr

& Hue

o Hue Server = 1 New #h Load Balancer = 2 New

x 1 New

Impala Catalo

¢ x 1 New Impala Daemon x 16 New

48 Lly HBase Indexer x 1 New

@ Cloudera Management Service

@ Service Monitor x 1 New @ Activity Monitor

New ® Event Server x 1 New @ Alert Publ
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¢ CLoupzRa © Hive on Tez

Manager

* Gateway x 19 New ¥ HiveServer2 x 2 New

o Hue

*h Hue Server = 1 New *h Load Balancer = 2 New

mpala StateStore x 1 New Impala Catalog Server x 1 New Impala Daemon x 16 New

4% Lily HBase Indexer x 1 New

(CH udera Management Service

@ Service Monitor x 1 New @ Activity Monitor x 1 New ® Host Monitor x 1 New
y

@ Reports Manager x 1 New © Event Server x 1 New @ Alert Publisher x 1 New

Set Up the Database

The role assignment recommendation above is for clusters of up to 64 servers. For clusters larger than 64
nodes, use the high availability recommendation defined in Table 9.

To set up the database, follow these steps:

1. In the Database Host Name sections use port 3306 for TCP/IP because connection to the remote server al-
ways uses TCP/IP.

2. Enter the Database Name, username and password that were used during the database creation stage earlier
in this document.

3. Click Test Connection to verify the connection and click Continue.
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c CLOUDERA
N

e Add Cluster - Configuration

Q
Y

Setup Database

Configure and te
sllation Guide (7.

reate the databases first according to the Installing and Configuring an External Database section of the

3) Setup Database

Activity Monitor

v Sy
4 . Currently assigned 1o run on rhelnn02.cdip.cisco.local
Type Database Hostname Data orna
5
e )
6 Password
7

Database Name

Currently assigned to run on rhelnn02.cdip.cisco. local

Type Database Hostname Database Name Username

Hin v Successful
Type Use JOBC URL Override Database Hostname Database Name
Usemame Password

v Successful

Database Name

DAS Database Hostname Data An ics Studic (Servic

-Wide] D Undo

data_anal udio_datab

rhelnn0 cdip.cisco.local
E

DAS Database Name

5 Review Chan,

@

o

Command Details

-~

Summary

DAS Database Password

udio_databa

Existing Cloudera Manager YARN Queue Manager Webapp Defal

API| Client Username

admin

Existing Cloudera Manager YARN Oy
AP| Client Password

pp Default Group D Unda

api_client_logi

5. Review Data Analytics Studio (DAS) configuration.
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o Select Services

e Aszsign Roles

o Setup Database

O Enter Required Parameters
5__- Review Changes

& Command Details

7 Summary

e Aszsign Roles

o Setup Database

ol Services

o Enter Required Parameters

5__- Review Changes

mand Details

7 Summary

7. Review and customize the configuration changes based on your requirements.

Add Cluster - Configuration

Review Changes

DAS Database Hostname CDIP-NVMe = Data Ana ()
rhelnn1.cdi

DAS Database Mame COIP-NVMe = Data Ana @
das

DAS Database Username CDIP-NVMe = Data Ana @

cata analytics etudio detabase u das

DAS Database Password (Service-Wide) @

data analytics eiudio detsbese p

Hive Session Parameters (Service-Wide) @

cas b seS8ion_params

Hive Secure Session COIP-NVMe = D Service-Wide) @

Parameters

Add Cluster - Configuration

Review Changes

DAS Database Hostname COIP-NVMe = Data Analy

rhelnnl.c

CDIP-NVMe = Data Analy!

das

DAS Database Username NVMe = Data Ana

ralytics_etudio_database u da

DAS Database Password

ralytics_etudio_database p

NVMe = Data Analytics Studio (Service-Wide)

Back

Hive Sesslon Parameters NVMe = Data Analy (Service-Wide)

dag_hive session_params

Hive Secure Session

Service-Wide)

Parameters

Back
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CLOUD=RA
*. Managar

Add Cluster - Configuration

o Select Services

Review Changes

Aszsign Raoles

HDFS Root Directory HBase (Service-Wide) @
Setup Datahase hibsse.recidr fhbase
Enler Required Paramelers Ensble Indexing HEase (Gervine-Wide) *
(5 Review Changes Enable Replication HBase (Service Wide) (&)
hbaze raplication
6 Command Details .
HDFS Block Size HDFS [Service-Wide) 3]
dfs blocksize . .
7 Summary | 128 | Mo -
DataMode Failed Yolumes Tolerated Databode Group 2+ @
."!f tal 4
Edit S—
DataMode Default Graup ..and 1 other &
| ;|
DataMode Data Directory DataMode Default Graup = )]
o dateradle datz.dir I Sdalafdisk]fdlisidn =
| fdata/disk2idfsidn =]
| fdata/disk3/dfsidn =
ot
| fdataldiskd/dfsidn =
@ admin )
8. Click Continue to start running the cluster services.
CLOUDZRA £
B Meneger Add Cluster - Configuration
Select Services
First Run Command
status @ Finlshed Context CDIP-NVMe (£ Jun 12,8:36:33 PM ®@ 34m
Satiy Satate s Successfully completed 13 steps
B ~ Completed 1 of 1 step(s).
quired Parameters
@ Show All Steps Show Only Failed Steps Show Only Running Steps
Review Changes
~ @ Run asetof services for the first time Jun 12,8:36:37 PM 34m
1 Successfully completed 13 steps.
(6) Command Detalls
> @ Execute 9 steps in sequence Jun 12, 8:36:42 PM 3.3m

7 Summary

9. Hadoop services are installed, configured, and now running on all the nodes of the cluster. Click Finish to
complete the installation.
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Summary

Assign Roles
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Enter Required Parameters
Review Changes

Command Details

(7) summary
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© s

e 73

Cloudera Management Service

€ @ Chudern Menageme.

Configure NVMe as YARN Local Directory

To configure YARN local directory on separate NVMe disks, follow these steps:

1. Click cluster > YARN > Configuration tab, filter properties for dirs.

2. Modify disk labels specific to NVMe as per the format and partition performed earlier for following properties:
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yarn.nodemanager.local-dir

yarn.nodemanager.log-dirs

CLI=-hyhie

@ B YARN s (HB 13,713 PR T

o dr MOFers e Gmupe bty e el bk

=3

Scale the Cluster

The role assignment recommendation above is for cluster with at least 64 servers and in High Availability. For
smaller cluster running without High Availability the recommendation is to dedicate one server for NameNode
and a second server for secondary name node and YARN Resource Manager. For larger clusters larger than 28
nodes the recommendation is to dedicate one server each for name node, YARN Resource Manager and one
more for running both NameNode (High Availability) and Resource Manager (High Availability) as in the table (no
Secondary NameNode when in High Availability).

L For production clusters, it is recommended to set up NameNode and Resource manager in High Availa-
bility mode.

This implies that there will be at least 3 master nodes, running the NameNode, YARN Resource manager, the
failover counterpart being designated to run on another node and a third node that would have similar capacity
as the other two nodes.

All the three nodes will also need to run zookeeper and quorum journal node services. It is also recommended to
have a minimum of 7 DataNodes in a cluster. Please refer to the next section for details on how to enable HA.

Enable High Availability

‘ﬁ Setting up high availability is done after the Cloudera Installation is completed.

HDFS High Availability

The HDFS High Availability feature provides the option of running two NameNodes in the same cluster, in an Ac-
tive/standby configuration. These are referred to as the Active NameNode and the Standby NameNode. Unlike
the Secondary NameNode, the Standby NameNode is a hot standby, allowing a fast failover to a new NameNode
in case that a machine crashes, or a graceful administrator-initiated failover for the purpose of planned mainte-
nance. There cannot be more than two NameNodes.

For more information go to: https://docs.cloudera.com/cdp-private-cloud-base/7.1.3/fault-tolerance/topics/cr-
configuring-namenode-high-availability.html



https://docs.cloudera.com/cdp-private-cloud-base/7.1.3/fault-tolerance/topics/cr-configuring-namenode-high-availability.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.3/fault-tolerance/topics/cr-configuring-namenode-high-availability.html
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Set Up HDFS High Availability

The Enable High Availability workflow leads through adding a second (standby) NameNode and configuring
JournalNodes. During the workflow, Cloudera Manager creates a federated namespace. To set up HDFS High

Availability, follow these steps:

1. Log into the admin node (rhelnn01) and create the Edit directory for the JournalNode:

+=

ansible namenodes -m shell -a

ansible namenodes -m shell -a "mkdir -p /data/diskl/namenode-edits"
"chmod 77 /data/diskl/namenode-edits"

2. Log into the Cloudera manager and go to the HDFS service.

3. Select Actions> Enable High Availability. The hosts that are eligible to run a standby NameNode and the Jour-

nalNodes displays.

COIP-NVMe

o a HOFS | actions -

Status  Instances  © r

Restart

HDFS Summar g,

5tart

Configured Capacity
Add Roke Instances

Rename

Health Tests

® Show 8 Gosd Enter Maintenance Made

FRebalance

Status Summat

Depley Client Configuratian
Balances

DataNoda o
Import Sentry Policies into Ranger

Mamahooa

SecandaryNamehicde

Download Client Configuration

Enable ngk"u.'all:ahnln_u

. - Roll Edits
Health History
Setup HDFS Data At Rest Encryption
@  HOFS Canary Good

» 1 Becarne Good

Enable High Availability for HDFS

(1) Getting Started

Getting Started

Mameseryice Name

Charte Library ~ Cache Statistice  Audits ~ NameMode Web UICE Quick Links ~
Charts
74 G, FR HOFS Capacity & Todal Bytes Read Across DataModes &
H |
g
Create Triggar I.
2 |
= L
=Cenfigured Copac. TIP =HIFE Used 7.96
= HEFS Used © HOFS, Totzl Byles Read dcross Databodes @

Tatal Bytes Written Across Datablodes &

HLFS, Total Bybes Wi

Tatal Blecks Writhen Across Datalodes &

A1TA4IPM 1 =]

HIFE, Total Blocks Weithen Acrass Datakiodes

tes a new nameservice. Accept the default r

{nces 0 HIFE,

ame nameservioel o provide anather name

Total Blocks Read Across DataModes &

Hocks / seccs

Read Acrass

Total Tranaceivers Across DataNodes @

o HIFS, Total Transceboers Acrazs Detablodes 32

and click Continue.

This wizard leads you through adding a standby NameNode, restarting this HDFS service and any dependent services. and then re-deploying client configurations

n Nameservice Name

5. In the NameNode Hosts field, click Select a host. The host selection dialog displays.

6. Check the checkbox next to the hosts (rhelnn01) where the standby NameNode is to be set up and click OK.
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7. In the JournalNode Hosts field, click Select hosts. The host selection dialog displays.

Check the checkboxes next to an odd number of hosts (a minimum of three) to act as JournalNodes and click
OK. We used the same nodes for the Zookeeper nodes.

9. Click Continue.

& The standby NameNode cannot be on the same host as the active NameNode, and the host that is
chosen should have the same hardware configuration (RAM, disk space, number of cores, and so on)

as the active NameNode.

Enable High Availability for HDFS

Grtting Started
Assign Roles

(7} Assign Roles

3 Review Changss HarmeNode Hosls rhelnr2 zdip

rhelnrid.c

4 Command Details
JournalNode Hosts

cnis 24 the NameNedes. The hosts of Nemeblodes and the

acated e machines of similar hardware specifics
add number of JoumalNades.

S Final Sleps
o nptinrs, You must iave & monmum of three and &

10. In the JournalNode Edits Directory property, enter a directory location created earlier in step 1 for the Journal-
Node edits directory into the fields for each JournalNode host.

Enable High Availability for HDFS

Review Changes
Set the following configuration values for your new role(s). Required values are marked with *
1) Review Changes
Paramete up ©
K < and
Service HDFS
5 * h data/dak 1 /di
rhe data/desk 1 /d
rhednnd . 2RO
" oS
" ta/diskl
-
o data/disk
-

Extra Options

s

Jack Continue

‘ﬁ The directories specified should be empty and must have the appropriate permissions.
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17. Extra Options: Decide whether Cloudera Manager should clear existing data in ZooKeeper, Standby
NameNode, and JournalNodes. If the directories are not empty (for example, re-enabling a previous HA con-
figuration), Cloudera Manager will not automatically delete the contents—select to delete the contents by
keeping the default checkbox selection. The recommended default is to clear the directories.

12. If you choose not to configure any of the extra options, the data should be in sync across the edits directories
of the JournalNodes and should have the same version data as the NameNodes.

13. Click Continue.

Cloudera Manager executes a set of commands that will stop the dependent services, delete, create, and con-
figure roles and directories as appropriate, create a nameservice and failover controller, and restart the depend-
ent services and deploy the new client configuration.

B o Enable High Availability for HDFS
o ot
Enable High Availability Command
Q., © Finished text 7 4 Jun1562405PM © 84m
0w

‘ﬁ Formatting the name directory is expected to fail if the directories are not empty.

14. In the next screen additional steps are suggested by the Cloudera Manager to update the Hue and Hive
metastore. Click Finish.
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ey Enable High Availability for HDFS

Final Steps

Successfully enabled High Avallability

0 Review Changes The following rmanual steps must be perfomed afier completing this wizard
» Configure the HDFS Web Interface Role of Hue service{s) Hue 1o be an HTTPFS rele instead of a NameNode. Documentation &
@ Command Detais + Fer each of the Hive service{) Hive, stop The Hive service, back Up the Hive Metastore Database 1o a persistent siore, run the service command Update Hive Metastore Mameodes,

then restart the Hive services.

(5) Final Steps

The following sections explain configuring Hue and Hive for high availability as needed.

Configure Hive Metastore to use HDFS High Availability
To configure the Hive Megastore to use HDFS High Availability, follow these steps:

1. Go the Hive service.
2. Select Actions > Stop.

CDIP-MNVMe

o a,; H|\.n'e Actions ~

Status  Instances Audits  Quick Links =
Restart

Health Tests creae g Charts
Add Role Instances

@ Show 2 Good EPU Cores Used & Health &

Ranama

Status Summ

Entter Maintenance Mode = i fmasiaaa =

Gateway
Deploy Client Configuration

Hive Metagtons Servar Hive Wetasione . 00026 o WebHCa Sever 0,007
Create Hive User Directory

WibHCat Sarver Create Hi Impartant Events and Alerts © Critical Events and Alerts ©
Create Hi
] i
Health Histony
Validate Hive Metasters schema i s
Hive et Serve.. 0
& 2 Bacams Gool BB PN § w0 mCilicsd Events 0 mimponan Eaents 0 0 mflekiiCal Serent the 0
» 2 Decame Disal B2EETPM § Hive Metastors Server Camary Duration @
Create Ranger Plugin Audit Directary A
& 3 2 Bacame Goag D 121324 PM 8 /
+ 2 Bacame pegl | PPload Client Gonfiguration 12BN 3 £
@ 2 Became Good Jun 12 E3I0TPM §
F Met wr [Fhelnn 02 cdip cisan | AdEme
» ? Rarama Nieahlad hiem 497 FeA£OF DR 1 -

3. Click Stop to confirm the command.
4. Back up the Hive Metastore Database (if any existing data is present).

5. Select Actions > Update Hive Metastore NameNodes and confirm the command.
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CDIP-t [

O ® Hive
Start

Status  Inatances Audits  Ouick Links ~
Restart

Health Tests Fretetmes | Charts
Acid Role Instances

Shaw 2 Disabled CFU Cores Used @

Rename

Status Summ

Enter Maintenance Mode

Gateway
Deploy Client Corfiguration

Hive Bictastors . 00084 = WebHCat Sor., 0.00083
Create Hive User Directory

Create Hive Warehouse Directory Impartant Everris and Alerts &
Hosts Create Hive Warehouse External Directory

Create Hive Metastore database tables

s database

S 3 2 Became Go &3A1:30PM | —&kets 0 =Crtical Eveia @ =Important Evants 0

2 Hive Metastore Databaze Schema G26ATPM § Hive Metastare Server Canary Duration &
Create Ranger Plugin Audit Directory A
Jun1291329PM § AR
//,
Download Client Configuration

» ¥ Became Disal Jun 12971148 PM 1

& 2 Became Good Jun 12 &EG0T P g

=Hiye Mctastore Server (thelnDZ cdipcisealo.. 438ms

bzl Pealih 0 mcenee

=diabled heatih 0 =g

Critical Events and Alerts &

Update Hive Metastore NameNodes

X

Are you sure you want to run the Update Hive Metastore NameNodes command on

the service Hive?

A\ Back up the Hive Metastore Database before running this command. If using

Impala, after running this command you must either restart Impala or execute an

'invalidate metadata’ query.

Cancel

6. Select Actions > Start.

7. Restart the Hue and Impala services if stopped prior to updating the Metastore.

Configure Hue to Work with HDFS High Availability
To configure Hue to work with HDFS High Availability, follow these steps:

Update Hive Metastore NameNodes
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1. Go to the HDFS service.

2. Click the Instances tab.

3. Click Add Role Instances.

© B HDFS
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4. Select the text box below the HttpFS field. The Select Hosts dialog displays.

5. Select the host on which to run the role and click OK.

6. Click Continue.

7. Check the checkbox next to the HttpFS role and select Actions for Selected > Start.

1) Assign Roles

Add Role Instances to HDFS

Assign Roles

You c: your new roles here.

8 HUpFS x 1 New

specify the role assignments for

You can also view the role assignmen!

B Gateway
B NFS Gatewoy 8 JoumalNode = 3 8 NameNode x 2

8 Failover Controller x 2 @ DataNode = 16

B SecondaryNameNode

d: Jun 15, 64552 PMPDT &
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STATE
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8. After the command has completed, go to the Hue service.

9. Click the Configuration tab.

10. Locate the HDFS Web Interface Role property or search for it by typing its name in the Search box.
11. Select the HttpFS role that was just created instead of the NameNode role and save your changes.

12. Restart the Hue service.

CDIP-NVME
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ﬂ Refer to the high availability section in the Cloudera Management document:

https://www.cloudera.com/documentation/enterprise/6/6.2/topics/admin ha.html for more information
on setting up high availability for other components like Impala, Oozie, and so on.

YARN High Availability

The YARN Resource Manager (RM) is responsible for tracking the resources in a cluster and scheduling applica-
tions (for example, MapReduce jobs). Before CDH 5, the RM was a single point of failure in a YARN cluster. The
RM high availability (HA) feature adds redundancy in the form of an Active/Standby RM pair to remove this single
point of failure. Furthermore, upon failover from the Standby RM to the Active, the applications can resume from
their last check-pointed state; for example, completed map tasks in a MapReduce job are not re-run on a sub-
sequent attempt. This allows events such the following to be handled without any significant performance effect
on running applications.

« Unplanned events such as machine crashes.


https://www.cloudera.com/documentation/enterprise/6/6.2/topics/admin_ha.html
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o Planned maintenance events such as software or hardware upgrades on the machine running the Re-
sourceManager.

For more information, go to: https://docs.cloudera.com/cd

availability/topics/varn-configuring-resourcemanager-ha.html

Set Up YARN High Availability
To set up YARN high availability, follow these steps:

1. Log into the Cloudera manager and go to the YARN service.

2. Select Actions > Enable High Availability.
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The hosts that are eligible to run a standby ResourceManager displays.

The host where the current ResourceManager is running is not available as a choice.

3. Select the host (rhelnn03) where the standby ResourceManager is to be installed and click Continue.

Enable High Availability for YARN

(1) Getting Started
Getting Started
2 Review Changes
This wizard leads you through adding a standby ResourceManager, restarting this YARN service and any dependent senvices, and then re-deploying client configurations
3
sourceManager Hosts

Cloudera Manager proceeds to execute a set of commands that stop the YARN service, add a standby Re-

sourceManager, initialize the ResourceManager high availability state in ZooKeeper, restart YARN, and rede-ploy

the relevant client configurations.


https://docs.cloudera.com/cdp-private-cloud-base/7.1.3/yarn-high-availability/topics/yarn-configuring-resourcemanager-ha.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.3/yarn-high-availability/topics/yarn-configuring-resourcemanager-ha.html
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4. Click Finish when the installation is completed successfully.

Configure Yarn (MR2 Included) and HDFS Services

The parameters in Table 11 and Table 12 are used for Cisco UCS Integrated Infrastructure for Big Data and Ana-
lytics Performance Optimized cluster configuration described in this document. These parameters are to be
changed based on the cluster configuration, number of nodes and specific workload.

Table 11 YARN

Service Value

mapreduce.output.fileoutputformat.compress.type BLOCK
mapreduce.output.fileoutputformat.compress.codec org.apache.hadoop.io.compress.DefaultCodec
mapreduce.map.output.compress.codec org.apache.hadoop.io.compress.SnappyCodec
mapreduce.map.output.compress True

zlib.compress.level BEST_SPEED

mapreduce.task.io.sort.factor 64

mapreduce.map.sort.spill.percent 0.9

mapreduce.reduce.shuffle.parallelcopies 20

yarn.nodemanager.resource.memory-mb 320GB
yarn.nodemanager.resource.cpu-vcores 64
yarn.scheduler.maximum-allocation-vcores 64

yarn.scheduler.maximum-allocation-mb 320GB

mapreduce.task.io.sort.mb 2047
mapreduce.job.reduce.slowstart.completedmap 0.8
yarn.app.mapreduce.am.resource.cpu-vcores 1

mapreduce.map.memory.mb 5G

mapreduce.reduce.memory.mb 5G

mapreduce.job.heap.memory-mb.ratio 0.8

mapreduce.job.shuffle.merge.percent 0.95
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mapreduce.job.shuffle.input.buffer.percent 0.7
mapreduce.job.reduce.input.buffer.percent 0.7
mapreduce.input.fileinputformat.split.minsize 4096000000
mapreduce.ifile.readahead.bytes 16777216
mapreduce.inmem.merge.threshold 0

Enable Optimized Map-side Output Collector Enable - Gateway Default Group

Table 12 HDFS

Service

dfs.datanode.failed.volumes.tolerated 4

dfs.datanode.du.reserved 50 GiB

dfs.datanode.data.dir.perm 755

Java Heap Size of Namenode in Bytes 4096 MiB (Could not change since minimum 1GB rec-
ommended)

Java Heap Size of Secondary namenode in Bytes 4096 MiB (Could not change since minimum 1GB rec-
ommended)

dfs.namenode.handler.count 55

dfs.namenode.service.handler.count 55

Configure Spark

The two main resources that Spark (and YARN) are dependent on are CPU and memory. Disk and network 1/O
play a part in Spark performance as well, but neither Spark nor YARN currently can actively manage them. Every
Spark executor in any application has the same fixed number of cores and same fixed heap size. The number of
cores can be specified with the executor-cores flag when invoking spark-submit, spark-shell, and pyspark from
the command line, or by setting the spark.executor.cores property in the spark-defaults.conf file or in the
SparkConf object.

The heap size can be controlled with the executor-memory flag or the spark.executor.memory property. The
cores property controls the number of concurrent tasks an executor can run, executor-cores = 5 mean that each
executor can run a maximum of five tasks at the same time. The memory property impacts the amount of data
Spark can cache, as well as the maximum sizes of the shuffle data structures used for grouping, aggregations,
and joins.
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The num-executors command-line flag or spark.executor.instances configuration property control the number of
executors requested. Dynamic Allocation can be enabled from CDH5.4 instead setting the
spark.dynamicAllocation.enabled to true. Dynamic allocation enables a Spark application to request executors
when there is a backlog of pending tasks and free up executors when idle.

Asking for five executor cores will result in a request to YARN for five virtual cores. The memory requested from
YARN is a little more complex for the following reasons:

e executor-memory/spark.executor.memory controls the executor heap size, but JVMs can also use
some memory off heap, for example for VM overhead, interned Strings and direct byte buffers. The value
of the spark.yarn.executor.memoryOverhead property is added to the executor memory to determine
the full memory request to YARN for each executor. It defaults to max (384, 0.10 *

spark.executor.memory).

« YARN may round the requested memory up a little. YARN’s yarn.scheduler.minimum-allocation-mb and
yarn.scheduler.increment-allocation-mb properties control the minimum and increment request values re-
spectively.

The application master is a non-executor container with the special capability of requesting containers from
YARN, takes up resources of its own that must be budgeted in. In yarn-client mode, it defaults to a 1024MB and
one vcore. In yarn-cluster mode, the application master runs the driver, so it’s often useful to add its resources
with the -driver-memory and -driver-cores properties.

Running executors with too much memory often results in excessive garbage collection delays. 64GB is a rough
guess at a good upper limit for a single executor.

A good estimate is that at most five tasks per executor can achieve full write throughput, so it’'s good to keep
the number of cores per executor around that number.

Running tiny executors (with a single core and just enough memory needed to run a single task, for example)
throws away the benefits that come from running multiple tasks in a single JVM. For example, broadcast varia-
bles need to be replicated once on each executor, so many small executors will result in many more copies of
the data.

Tune Resource Allocation for Spark

« Below is an example of configuring a Spark application to use as much of the cluster as possible, we are
using an example cluster with 16 nodes running NodeManagers, each equipped with 56 cores and 256GB
of memory. yarn.nodemanager.resource.memory-mb and yarn.nodemanager. resource.cpu-vcores should
be set to 180 * 1024 = 184320 (megabytes) and 48 respectively.

spark.default.parallelism=10000

spark.driver.memoryOverhead=4096

spark.executor.memoryOverhead=4096
spark.executor.extradJavaOptions=-XX:+UseParallelGC -XX:ParallelGCThreads=4
spark.shuffle.file.buffer=1024k

spark.broadcast.compress=true

spark.shuffle.compress=true
spark.io.compression.codec=org.apache.spark.io.SnappyCompressionCodec
spark.io.compression.snappy.blockSize=512k

o This configuration results in four executors on all nodes except for the one with the AM, which will have
three executors.
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executor-memory is derived as (180/4 executors per node) = 45; 45 * 0.10 = 4.5 45 -
4.5 ~ 40.

For taking care of long running processes use 2G for the spark driver
spark.driver.memory = 2G

Submit a Job

--driver -memory 2G -executor -memory 40G --num-executors 63 --executor-cores 5 --
properties-file /opt/cloudera/parcels/CDH/etc/spark/conf.dist/spark-defaults.conf

In yarn-cluster mode, the local directories used by the Spark executors and the Spark driver will be the local di-
rectories configured for YARN (Hadoop YARN config yarn.nodemanager.local-dirs). If the user specifies
spark.local.dir, it will be ignored.

In yarn-client mode, the Spark executors will use the local directories configured for YARN while the Spark driv-
er will use those defined in spark.local.dir. The Spark driver does not run on the YARN cluster in yarn-client
mode, only the Spark executors do.

spark.local.dir /tmp (Directory to use for "scratch" space in Spark, including map
output files and RDDs that get stored on disk. This should be on a fast, local disk
in your system).

Every Spark stage has several tasks, each of which processes data sequentially. In tuning Spark jobs, this paral-
lelism number is the most important parameter in determining performance. The number of tasks in a stage is
the same as the number of partitions in the last RDD in the stage. The number of partitions in an RDD is the same
as the number of partitions in the RDD on which it depends, with a couple exceptions: the coalesce transfor-
mation allows creating an RDD with fewer partitions than its parent RDD, the union transformation creates an
RDD with the sum of its parents’ number of partitions, and Cartesian creates an RDD with their product.

RDDs produced by a file have their partitions determined by the underlying MapReduce InputFormat that’s used.
Typically there will be a partition for each HDFS block being read. Partitions for RDDs produced by parallelize
come from the parameter given by the user, or spark.default.parallelism if none is given.

The primary concern is that the number of tasks will be too small. If there are fewer tasks than slots available to
run them in, the stage won’t be taking advantage of all the CPU available.

If the stage in question is reading from Hadoop, your options are:
e Use the repartition transformation, which will trigger a shuffle.
« Configure your InputFormat to create more splits.

e Write the input data out to HDFS with a smaller block size.
If the stage is getting its input from another stage, the transformation that triggered the stage boundary will ac-
cept a numPartitions argument.

The most straightforward way to tune the number of partitions is experimentation: Look at the number of parti-
tions in the parent RDD and then keep multiplying that by 1.5 until performance stops improving.

In contrast with MapReduce for Spark when in doubt, it is almost always better to be on the side of a larger
number of tasks (and thus partitions).

Shuffle Performance Improvement

spark.shuffle.compress true (compress map output files)
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spark.broadcast.compress true (compress broadcast variables before sending them)

spark.io.compression.codec org.apache.spark.io.SnappyCompressionCodec (codec used to compress internal
data such as RDD partitions, broadcast variables and shuffle outputs)

spark.shuffle.spill.compress true (Whether to compress data spilled during shuffles.)

spark.shuffle.io.numConnectionsPerPeer 4 (Connections between hosts are reused in order to reduce connec-
tion buildup for large clusters. For clusters with many hard disks and few hosts, this may result in insufficient
concurrency to saturate all disks, and so users may consider increasing this value.)

spark.shuffle.file.buffer 64K (Size of the in-memory buffer for each shuffle file output stream. These buffers re-
duce the number of disk seeks and system calls made in creating intermediate shuffle file)

Improve Serialization Performance

Serialization plays an important role in the performance of any distributed application. Often, this will be the first
thing that should be tuned to optimize a Spark application.

spark.serializer org.apache.spark.serializer.KryoSerializer (when speed is necessary)
spark.kryo.referenceTracking false

spark.kryoserializer.buffer 2000 (If the objects are large, may need to increase the size further to fit the size of
the object being deserialized).

SparkSQL is ideally suited for mixed procedure jobs where SQL code is combined with Scala, Java, or Python
programs. In general, the SparkSQL command line interface is used for single user operations and ad hoc que-
ries.

For multi-user SparkSQL environments, it is recommended to use a Thrift server connected via JDBC.

Spark SQL Tuning

The guidelines for Spark SQL tuning are as follows:

e To compile each query to Java bytecode on the fly, turn on sqgl.codegen. This can improve performance

for large queries but can slow down very short queries:
spark.sgl.codegen true

spark.sqgl.unsafe.enabled true

o Configuration of in-memory caching can be done using the setConf method on SQLContext or by running
SET key=value commands using SQL.

o spark.sgl.inMemoryColumnarStorage.compressed true (will automatically select a compression codec for
each column based on statistics of the data)

» spark.sgl.inMemoryColumnarStorage.batchSize 5000 (Controls the size of batches for columnar caching.
Larger batch sizes can improve memory utilization and compression, but risk OOMs when caching data)

« The columnar nature of the ORC format helps avoid reading unnecessary columns, but it is still possible to
read unnecessary rows. ORC avoids this type of overhead by using predicate push-down with three levels
of built-in indexes within each file: file level, stripe level, and row level. This combination of indexed data
and columnar storage reduces disk 1/O significantly, especially for larger datasets where 1/O bandwidth
becomes the main bottleneck for performance.
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e By default, ORC predicate push-down is disabled in Spark SQL. To obtain performance benefits from
predicate push-down, enable it explicitly, as follows:
spark.sgl.orc.filterPushdown=true

e In SparkSQL to automatically determine the number of reducers for joins and groupbys, use the parame-
ter:
spark.sqgl.shuffle.partitions 200, (default value is 200)

« This property can be put into hive-site.xml to override the default value.

« Setlog to WARN in log4j.properties to reduce log level.

‘& Running the Thrift server and connecting to spark-sql through beeline is the recommended option for
multi-session testing.

Compression for Hive
Set the following Hive parameters to compress the Hive output files using Snappy compression:

hive.exec.compress.output=true
hive.exec.orc.default.compress=SNAPPY

Change the Log Directory for All Applications
To change the default log from the /var prefix to /data/disk1, follow these steps:

1. Log into the cloudera home page and click My Clusters.
2. From the configuration drop-down list select “All Log Directories.”

3. Click Save.

Summary

All NVMe PCle based storage for Big Data and Analytics solution for various Al/ML workload and multiple appli-
cations which could scale to thousands of nodes and operational efficiency can’t be an afterthought.

NVMe storage helps us achieve fast and parallel access to data reducing idle time for GPU and able to utilize
resource in much more efficient way while reducing TCO by minimizing required hardware which saves in overall
rack space, power, and cooling in the datacenter.

To achieve a seamless operation of the application at this scale, you need the following:

e Infrastructure automation of Cisco UCS servers with service profiles and Cisco Data Center network auto-
mation with application profiles with Cisco ACI.

o Centralized Management and Deep telemetry and Simplified granular trouble-shooting capabilities and -
Multi-tenancy allowing application workloads including containers, micro-services, with the right level of
security and SLA for each workload.

¢ Cisco UCS with Cisco Intersight and Cisco ACI can enable this cloud scale architecture deployed and
managed with ease.

o« CDP on CIDP delivers new approach to data where machine learning intelligently auto scale workloads up
and down for more cost-effective use of private cloud infrastructure.
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For More Information

For additional information, see the following resources:

To find out more about Cisco UCS big data solutions, see http://www.cisco.com/go/bigdata.

To find out more about Cisco Data Intelligence Platform, see
https://www.cisco.com/c/dam/en/us/products/servers-unified-computing/ucs-c-series-rack-
servers/solution-overview-c22-742432.pdf

To find out more about Cisco UCS big data validated designs, see
http://www.cisco.com/go/bigdata_design

To find out more about Cisco UCS Al/ML solutions, see http://www.cisco.com/go/ai-compute
To find out more about Cisco ACI solutions, see http://www.cisco.com/go/aci

To find out more about Cisco validated solutions based on Software Defined Storage, see
https://www.cisco.com/c/en/us/solutions/data-center-virtualization/software-defined-storage-
solutions/index.html

Cloudera Data Platform Private Cloud Base 7.1.1 release note, see
https://docs.cloudera.com/runtime/7.1.1/release-notes/index.html

CDP Private Cloud Base Reqwrements and Supported VerS|ons see https://docs. cIoudera com/cdp-

Bill of Materials

This section provides the bill of materials for the 28 Nodes Hadoop Base Rack. See Table 13 for the bill of mate-
rials for the Hadoop Base rack and Table 14 for Red Hat Enterprise Linux License.

Table 13 Bill of Materials for Cisco UCS C240 M5SX Hadoop Nodes Base Rack

Part Number Description Quantity
UCSC-C220-M5SN Cisco UCS C220 M5 SFF 10 NVMe w/o CPU, mem, HD, PCle, PSU 16
CON-SNT-C220M5SN I?gTC 8X5XNBD UCS C220 M5 SFF NVMe 10 HD w/o CPU, mem, HD, 16
UCS-MR-X32G2RT-H 32GB DDR4-2933-MHz RDIMM/2Rx4/1.2v 192
UCSC-NVMEHW-I8000 8TB 2.5in U.2 Intel P4510 NVMe High Perf. Value Endurance 160
UCSC-MLOM-C40Q-03 Cisco VIC 1387 Dual Port 40Gb QSFP CNA MLOM 16

UCS-M2-240GB 240GB SATA M.2 32
UCS-M2-HWRAID Cisco Boot optimized M.2 Raid controller 16

CIMC-LATEST IMC SW (Recommended) latest release for C-Series Servers. 16
UCSC-PSU1-1050W Cisco UCS 1050W AC Power Supply for Rack Server 32



https://docs.cloudera.com/cdp-private-cloud-base/7.1.3/installation/topics/cdpdc-requirements-supported-versions.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.3/installation/topics/cdpdc-requirements-supported-versions.html

Error! No text of specified style in document.

Part Number Description Quantity
CAB-N5K6A-NA Power Cord, 200/240V 6A North America 32
UCSC-RAILB-M4 Ball Bearing Rail Kit for C220 & C240 M4 & M5 rack servers 16
UCS-SID-INFR-BD Big Data and Analytics Platform (Hadoop/loT/ITOA/AI/ML) 16
UCS-SID-WKL-BD Big Data and Analytics (Hadoop/loT/ITOA) 16
UCSC-HS-C220M5 Heat sink for UCS C220 M5 rack servers 150W CPUs & below 32
UCS-CPU-16230R Intel 6230R 2.1GHz/150W 26C/ 35MB DCP DDR4 2933 MHz 32
RHEL-2S2V-3A Red Hat Enterprise Linux (1-2 CPU,1-2 VN); 3-Yr Support Req 16
CON-ISV1-EL2S2V3A ISV 24X7 RHEL Server 2Socket-OR-2Virtual; ANNUAL List Price 16
RACK2-UCS2 Cisco R42612 standard rack, w/side panels 2
CON-SNT-RCK2UCS2 SNTC 8X5XNBD, Cisco R42612 standard rack, w side panels 2

ﬂ For NameNode, we configured ten 1.8TB 10K RPM SAS HDD.

Table 14 Red Hat Enterprise Linux License

Part Number Description Quantity
RHEL-2S2V-3A Red Hat Enterprise Linux 30
CON-ISV1-EL2S2V3A 3-year Support for Red Hat Enterprise Linux 30

ﬂ For Cloudera Data Platform Private Cloud Base (CDP PvC Base) software licensing requirement, contact
Cloudera Data Platform software - Sales

Appendix

Storage Policy in Intersight for Data Nodes

To create a storage policy and server policy for a data node with RAID Controller (UCSC-RAID-M5 or UCSC-
RAID-M5HD) with each disk configured in RAID 0, follow these steps:

1. In Cisco Intersight, click Palicies. Select Disk Group.


https://www.cloudera.com/products/cloudera-data-platform/cdp-data-center.html
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Select Policy Type

search
Adapter Configuration
BIOS
Boot Order
Device Connector
*) Disk Group
Ethernet Adapter
Ethernet Network

Ethernet QoS

2. Enter the Organization, Name, Description and create a new tag or assign an existing tag. Click Next.

General

* Policy Details Mame *

RO-DGO

RAID O policy for disk group 0

Add Tag

CDIP UCSC-C220-M53N =

3. Select RAID Level as RAIDO. In Local Disk Configuration for Disk Group (Span 0) and enter Slot Number 1.
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Create Disk Groug Policy

Virtual Drive Configuration
General
ners RAID Level
RAIDD
Policy Details

Local Disk Configuration
Digk Group (Span )

Slat Mumber *

1

W@ 5t Disks in JBOD state 1o Uncenfigured Good &

A 10 the eneryplion is enabled in JAOD disks, the encryption will be disabled befone they ae ased in vicoal drive ceation

4. Repeat steps 1-3 to create Disk Group for disks installed in slot 1-10, for example C240 M5 with 26 disks will
require creation of 26 Disk groups and associate disk to each Disk Group.

5. Select Storage in Create Server Policy.

Select Policy Type

Fibre Channel Network
Fibre Channel QoS
IPMI Over LAN

LAN Connectivity
LDAP

Local User

NTP

Network Connectivity
Persistent Memaory
SAN Connectivity

SD Card

SMTP

SNMP

55H

Serial Over LAN
Storage

Syslog

Virtual KVM

Virtual Media
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General

® Policy Details

RAID O policy for disk group 0

Add Tag

CDIP UCSC-C220-M5SN =

6. Select RAID Level as RAIDO. In Local Disk Configuration for Disk Group (Span 0) and enter Slot Number 1.

figuration
General

RA
Policy Details

Local Disk Configuration

A 10 the energption is enabled in JAOD disks, e n will be disatiled before thy

7. Repeat steps 1-3 to create Disk Group for disks installed in slot 1-10, for example C240 M5 with 26 disks will
require creation of 26 Disk groups and associate disk to each Disk Group.

8. Select Storage in Create Server Policy.
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Select Policy Type

Fibre Channel Network
Fibre Channel QoS
IPMI Over LAN

LAN Connectivity
LDAP

Local User

NTP

Network Connectivity
Persistent Memaory

SAN Connectivity

Virtual KVM

Virtual Media

9. Click Create to complete Storage Policy creation for Data Nodes with each disk as RAIDO.

Cisco UCS Rack Server Firmware Upgrade from Intersight

A firmware upgrade can be performed via remote HUU (Host Upgrade Utility) ISO file mounted to Cisco IMC via
NFS/CIFS/HTTP/HTTPS protocols or the server firmware can be upgraded through Utility Storage.

# Booting HUU from Cisco FlexUtil on Cisco UCS M5 servers and Cisco FlexFlash in Util mode on Cisco
UCS M4 servers.

To upgrade from Intersight, follow these steps:

1. From Intersight web Ul console, go to Servers tab. Select server(s). Right-click and select Upgrade Firmware.
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Off 1 On 3 Incomplete 4
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Pawes Off
o althy Nat Cavered

Power Cycle
altiy N ed
Shut Down 05
Nat Covered
Hard Reset

Nat Covered
Reboot IMC
Turn On Locator
Turn Off Locator

Upgrada Firrmwarz

Install Operating System

2. Select the Utility Storage tab and from the drop-down list select the firmware version. Click Upgrade Firm-
ware.

Upgrade Firmware

Utility Storage

After clicking upgrade below, firmware download to Utility
Storage begins immediately. Installation starts on the
first boot after the download has successfully completed.
Installation can be initiated once the server Firmware
Status is "Pending next boot” by performing a host reboot
or Power Cycle of the server.

Firmware Version *

41(1)

Image Name ucs-c240m5-huu-4.1.1f.iso

April 19, 2020
559.966796875 MB

UCSC-C240-M5S, UCSC-C240-
Supported Models MS5L, UCSC-C240-M5SX,
UCSC-C240-M5SN

Cisco UCS Host Upgrade

3. Monitor upgrade process from the active list of task.
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il Intersight Requests > Finmware upgrede - utility storege(upgrade on mboot) ; Q, 3 Hardik Patel 5
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Configure Cisco Nexus and Host for Active-Active Connections

Port Configuration on Cisco Nexus 9332C
Table 15 lists the port configuration on Cisco UCS Nexus 9000 series switch.
Table 15 Port Configuration on Cisco UCS Nexus Switch

Port Type Port Number

vPC Peer-Link 1-4 (for LACP)

Network Uplink from C220 M5 to 5-20
Nexus 9332C Switch

Network Uplink from Cisco Nexus 21-32
9332C to Nexus 9504

Configure vPC Domain and vPC Peer-Link on Pair of Cisco Nexus Switch

To configure Nexus A, follow these steps:

1. Connect to the console port or management port on the first Cisco Nexus 9332C-A. Complete the initial set-
up.
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Enable feature VPC and configure VPC domain.

S o S S o

config terminal

feature vpc

feature lacp

vpc domain 100

peer-keepalive destination 173.37.52.67 source 173.37.52.66
exit

Enable feature lacp for mode 4 based bond configuration.

Connect to the console port or management port on the second Cisco Nexus 9332C-B.

Enable feature VPC and configure VPC domain. Configure peer nexus for keep alive.

S o 3 S S

config terminal

feature vpc

feature lacp

vpc domain 100

peer-keepalive destination 173.37.52.66 source 173.37.52.67
exit

On both Nexus Switch, create interface port channel (we use 100 here for example), for VPC peer link. Con-
figure the port channel for allowed VLAN (VLAN 14 in the example below).

S oS S S

interface port-channell0O0
description vpc-peerlink
switchport mode trunk

switchport trunk allowed vlan 14
spanning-tree port type network
vpc-peer-1link

Configure the interconnected ports on both Nexus switches and add them in port-channel 100 created for
vPC-peerlink.

S o S S o S o 3 S S

EEE

interface Ethernetl/1

switchport mode trunk

switchport trunk allowed vlan 14
spanning-tree port type network
channel-group 100

no shutdown

interface Ethernetl/2

switchport mode trunk

switchport trunk allowed vlan 14
spanning-tree port type network
channel-group 100

no shutdown

interface Ethernetl/3
switchport mode trunk
switchport trunk allowed vlan 14
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spanning-tree port type network
channel-group 100
no shutdown

+= =

interface Ethernetl/4

switchport mode trunk

switchport trunk allowed vlan 14
spanning-tree port type network
channel-group 100

no shutdown

N T

~

Configure the ethernet interfaces on both Nexus switches to be part of port channels connected to north-
bound switch in spine-leaf architecture or ToR switch. Ports 1 through 6 and 27 through 32 were configured
part of interface port-channel 50.

interface port-channel5O0
description NB ToR NO9K
switchport mode trunk
switchport trunk allowed vlan 14
spanning-tree port type network
mtu 9216

interface Ethernetl/27
description K14-N9K-P19-24
switchport mode trunk
switchport trunk allowed vlan 14
spanning-tree port type network
mtu 9216
channel-group 50 mode active

interface Ethernetl/28
description K14-N9K-P19-24
switchport mode trunk
switchport trunk allowed vlan 14
spanning-tree port type network
mtu 9216
channel-group 50 mode active

8. Create the port-channel between Cisco UCS C220 M5 server VIC interface connected to each Nexus switch.
Port 9-24 is configured in the port-channel with the corresponding vpc id for mod 4.

interface port-channelb5l
description DataNode(O1l
switchport access vlan 14
spanning-tree port type edge
mtu 9216
vpc 51

interface port-channel5?2
description DataNode02
switchport access vlan 14
spanning-tree port type edge
mtu 9216
vpc 52

interface Ethernetl/9
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description Connected to Server DataNodeOl
switchport access vlan 14

spanning-tree port type edge

mtu 9216

channel-group 51 mode active

interface Ethernetl/10
description Connected to Server DataNode02
switchport access vlan 14
spanning-tree port type edge
mtu 9216
channnel-group 52 mode active

9. Create the port-channel between Cisco UCS C220 M5 server VIC interface connected to each Nexus switch.
Port 9-24 is configured in the port-channel.

interface port-channel5l
description DataNodeOl
switchport access vlan 14
spanning-tree port type edge
mtu 9216
vpc 51

interface port-channel5?2
description DataNode02
switchport access vlan 14
spanning-tree port type edge
mtu 9216
vpc 52

interface Ethernetl/9
description Connected to Server rhelll
switchport access vlan 14
spanning-tree port type edge
mtu 9216

interface Ethernetl/10
description Connected to Server rhel02
switchport access vlan 14
spanning-tree port type edge
mtu 9216

Configure Network and Bond Interfaces for Mode 4

To configure the network and bond interfaces, follow these steps:

1. Setup /etc/sysconfig/ifcfg-bond0. Configure the two VNIC interfaces as slave interfaces to the bond interface.

2. Run the following to configure bond on for each Name Node and Data Node:

[root@rhelnn0l ~]# cat /etc/sysconfig/network-scripts/ifcfg-bond0
DEVICE=bond0

NAME=bond0

TYPE=Bond

BONDING MASTER=yes

IPADDR=10.14.1.45
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NETMASK=255.255.255.0

ONBOOT=yes

HOTPLUG=no

BOOTPROTO=none

USERCTL=no

BONDING OPTS="miimon=100 mode=4"
NM CONTROLLED=no

MTU="9000"

[root@rhelnn0l ~]# cat /etc/sysconfig/network-scripts/ifcfg-eno5
TYPE=Ethernet
BOOTPROTO=none
NAME=bondO-slavel
DEVICE=enob
ONBOOT=no
MASTER=bond0
SLAVE=yes

NM CONTROLLED=no
HOTPLUG=no
USERCTL=no
MTU="9000"

[root@rhelnn0l ~]# cat /etc/sysconfig/network-scripts/ifcfg-eno6
TYPE=Ethernet
BOOTPROTO=none
NAME=bond0O-slaveb
DEVICE=enob
ONBOOT=no
MASTER=bond0
SLAVE=yes

NM CONTROLLED=no
HOTPLUG=no
USERCTL=no
MTU="9000"

[root@rhelnn0l ~]# ip addr
1: lo: <LOOPBACK,UP,LOWER UP> mtu 65536 gdisc noqueue state UNKNOWN group default
glen 1000

link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

inet 127.0.0.1/8 scope host lo

valid 1ft forever preferred 1ft forever

2: eno5: <BROADCAST,MULTICAST,SLAVE,UP, LOWER UP> mtu 9000 gdisc mg master bond0
state UP group default glen 1000

link/ether 38:0e:4d:05:49:d6 brd ff:ff:ff:ff:ff:ff
3: eno6: <BROADCAST,MULTICAST, SLAVE,UP, LOWER UP> mtu 9000 gdisc mg master bond0
state UP group default glen 1000

link/ether 38:0e:4d:05:49:d6 brd ff:ff:ff:ff:ff:ff
4: enol: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 gdisc mg state DOWN group
default glen 1000

link/ether 38:0e:4d:7d:b7:f2 brd ff:ff:ff:ff:ff:ff
5: eno2: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 gdisc mg state DOWN group
default glen 1000

link/ether 38:0e:4d:7d:b7:f3 brd ff:ff:ff:ff:ff:ff
6: bond0: <BROADCAST,MULTICAST,MASTER,UP,LOWER UP> mtu 9000 gdisc noqueue state UP
group default glen 1000

link/ether 38:0e:4d:05:49:d6 brd ff:ff:ff:ff:ff:ff
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inet 10.14.1.45/24 brd 10.14.1.255 scope global bond0
valid 1ft forever preferred 1ft forever

‘ﬁ BONDING_OPTS="miimon=100 mode=4" for link aggregated bond configuration.

Configure Network and Bond Interfaces for mode 6

To configure the network and bond interfaces, follow these steps:

1. Setup /etc/sysconfig/ifcfg-bondO. Configure the two VNIC interfaces as slave interfaces to the bond interface.

2. Run the following to configure bond on for each Name Node and Data Node:

[root@rhelnn0l ~]# cat /etc/sysconfig/network-scripts/ifcfg-bond0
DEVICE=bond0

NAME=bond0

TYPE=Bond

BONDING MASTER=yes
IPADDR=10.14.1.45
NETMASK=255.255.255.0

ONBOOT=yes

HOTPLUG=no

BOOTPROTO=none

USERCTL=no

BONDING OPTS="miimon=100 mode=6"
NM CONTROLLED=no

MTU="9000"

[root@rhelnn0l ~]# cat /etc/sysconfig/network-scripts/ifcfg-eno5
TYPE=Ethernet
BOOTPROTO=none
NAME=bond0O-slavel
DEVICE=enob
ONBOOT=no
MASTER=bond0
SLAVE=yes

NM CONTROLLED=no
HOTPLUG=no
USERCTL=no
MTU="9000"

[root@rhelnn0l ~]# cat /etc/sysconfig/network-scripts/ifcfg-eno6
TYPE=Ethernet
BOOTPROTO=none
NAME=bondO-slaveb
DEVICE=eno6
ONBOOT=no
MASTER=bond0
SLAVE=yes

NM CONTROLLED=no
HOTPLUG=no
USERCTL=no
MTU="9000"

[root@rhelnn0l ~]# ip addr
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1: lo: <LOOPBACK, UP,LOWER UP> mtu 65536 gdisc noqueue state UNKNOWN group default
glen 1000

link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

inet 127.0.0.1/8 scope host 1lo

valid 1ft forever preferred 1ft forever

2: enob5: <BROADCAST,MULTICAST, SLAVE,UP, LOWER UP> mtu 9000 gdisc mg master bond0
state UP group default glen 1000

link/ether 38:0e:4d:05:49:d6 brd ff:ff:ff:ff:ff:ff
3: eno6: <BROADCAST,MULTICAST, SLAVE,UP,LOWER UP> mtu 9000 gdisc mg master bond0
state UP group default glen 1000

link/ether 38:0e:4d:05:49:d6 brd ff:ff:ff:ff:ff:ff
4: enol: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 gdisc mg state DOWN group
default glen 1000

link/ether 38:0e:4d:7d:b7:f2 brd ff:ff:ff:ff:ff:ff
5: eno2: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 gdisc mg state DOWN group
default glen 1000

link/ether 38:0e:4d:7d:b7:f3 brd ff:ff:ff:ff:ff:ff
6: bond0: <BROADCAST,MULTICAST,MASTER,UP,LOWER UP> mtu 9000 gdisc noqueue state UP
group default glen 1000

link/ether 38:0e:4d:05:49:d6 brd ff:ff:ff:ff:ff:ff

inet 10.14.1.45/24 brd 10.14.1.255 scope global bond0

valid 1ft forever preferred 1ft forever

‘ﬁ BONDING_OPTS="miimon=100 mode=6" for balanced-alb bond configuration.
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